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This slide MUST be used with any slides removed from this presentation

Legal Disclaimer
• Intel may make changes to specifications and product descriptions at any time, without notice.
• Performance tests and ratings are measured using specific computer systems and/or components and reflect the 

approximate performance of Intel products as measured by those tests. Any difference in system hardware or 
software design or configuration may affect actual performance. Buyers should consult other sources of information 
to evaluate the performance of systems or components they are considering purchasing. For more information on 
performance tests and on the performance of Intel products, visit Intel Performance Benchmark Limitations

• Intel does not control or audit the design or implementation of third party benchmarks or Web sites referenced in this 
document. Intel encourages all of its customers to visit the referenced Web sites or others where similar performance 
benchmarks are reported and confirm whether the referenced benchmarks are accurate and reflect performance of 
systems available for purchase.

• Intel processor numbers are not a measure of performance. Processor numbers differentiate features within each 
processor family, not across different processor families. See www.intel.com/products/processor_number for details. 

• Intel, processors, chipsets, and desktop boards may contain design defects or errors known as errata, which may 
cause the product to deviate from published specifications. Current characterized errata are available on request.

• Intel Virtualization Technology requires a computer system with a processor, chipset, BIOS, virtual machine monitor 
(VMM) and applications enabled for virtualization technology. Functionality, performance or other virtualization 
technology benefits will vary depending on hardware and software configurations. Virtualization technology-enabled 
BIOS and VMM applications are currently in development. 

• 64-bit computing on Intel architecture requires a computer system with a processor, chipset, BIOS, operating system, 
device drivers and applications enabled for Intel® 64 architecture. Performance will vary depending on your hardware 
and software configurations. Consult with your system vendor for more information. 

• Lead-free: 45nm product is manufactured on a lead-free process. Lead is below 1000 PPM per EU RoHS directive 
(2002/95/EC, Annex A). Some EU RoHS exemptions for lead may apply to other components used in the product 
package. 

• Halogen-free: Applies only to halogenated flame retardants and PVC in components. Halogens are below 900 PPM 
bromine and 900 PPM chlorine. 

• Intel, Intel Xeon, Intel Core microarchitecture, and the Intel logo are trademarks or registered trademarks of Intel 
Corporation or its subsidiaries in the United States and other countries. 

• © 2009 Standard Performance Evaluation Corporation (SPEC) logo is reprinted with permission

http://www.intel.com/performance/resources/limits.htm�
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Presentation Notes
Title: Intel® Xeon® Processor 7500/6500 Series Public GOLD 
Presentation

Version: 1.1 
Owner: Matt Kmiecik, DCG Marketing
Shelf Life: September 30, 2010 or until replaced
Target Audience: End Users (IT), OEM Sales

Approved use:
All this material is Public
Slides with RED BARS are not intended for use with End Users

Revision History:
Rev 1.0 Public version 3/30/10
Rev 1.1 Misc changes primarily to compress file size 4/1/10

Internal Use ONLY – remove before presenting 
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Presentation Objectives
• PUBLIC presentation on the upcoming Intel® Xeon® Processor 7500 series

– Key messages and features for Intel® Xeon® Processor 7500 /6500series platforms

• Intel® Xeon® Processor 7500 series key messages:
– A Transformative processor. 

– Continues IT transformation that began with Nehalem/5500 launch last year-- but 
with even bigger impact in the big-server market

– Transforming Enterprise:
– Biggest perf. leap in Xeon history--3X on broad range of benchmarks
– Up to 20:1 consolidation of older, single-core 4S servers
– Estimated 12 month server ROI payback via lower operating costs
– Variety of systems and socket options  greatly expand choice beyond 4-sockets

– Transforming Mission Critical:
– Over 20 new RAS features including MCA-recovery
– Increased scalability from 2 to 256 sockets
– As low as 1/5th the cost of RISC-based systems

– Transforming High Performance Computing
– 8X memory bandwidth of prior generation
– 2 terabytes shared mem. capacity (with 8 sockets; even higher with 3rd party chips)
– Super node scaling for largest data intensive problems

Internal Use ONLY – remove before presenting 

For notes and disclaimers, see performance and legal information slides at end of this presentation.
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For More Information on the 
Intel® Xeon® Processor 7500/6500 Series
• Please use the link below for the Xeon® 7500 Sales Tool catalog, which 

contains descriptions and links to the vast majority of publicly-available 
presentations, briefs, animation, and videos:
Intel® Xeon™ Processor 7500 Series--Consolidated Sales Tools

• Other Content:
– Xeon 7500/6500 OEM systems summary
– Xeon 7500 performance summary
– Xeon 7500 RAS overview for end users
– Xeon 7500 Memory Performance and Configuration Guide
– Xeon and Itanium joint positioning in Mission Critical
– Xeon 7500 Software Marketing Guide
– Xeon 7500 HPC competitive guide
– Intel Xeon ROI Tool

Internal Use ONLY – remove before presenting 

http://smcr.intel.com/SMCRDocs/Intel%C2%AE Xeon%E2%84%A2 Processor 7500 Series sales tools current version.pptx�
http://smcr.intel.com/SMCRDocs/Intel Xeon 7500 (NHM-EX) NDA GOLD DECK rev0.9.pptx�
http://smcr.intel.com/SMCRDocs/Intel Xeon 7500 (NHM-EX) NDA OEM systems rev0.9.pptx�
http://competition.intel.com/Default.aspx?tabid=1319&DMXModule=3426&EntryId=7910&Command=Core_Download�
http://smcr.intel.com/SMCRDocs/NHM-EX RAS Deck V1.2.ppt�
http://competition.intel.com/Default.aspx?tabid=1008&DMXModule=2728&EntryId=8129&Command=Core_Download�
http://smcr.intel.com/SMCRDocs/Intel Mission Critical Positioning_December_2009.ppt�
http://smcr.intel.com/SMCRDocs/NHM-EX Enabled Software Marketing Guide v1.0.pptx�
http://competition.intel.com/Default.aspx?tabid=1355&DMXModule=3556&EntryId=8213&Command=Core_Download�
http://www.intelsalestraining.com/xeonestimator/demo.htm�
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30 Second
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Powerful.
Intelligent.

Intel® Xeon® Processor 7500 Series
The Greatest Intel® Xeon® Performance Leap In History!

† Average of 3x performance claim based on geometric mean of four industry-standard, common enterprise benchmarks (SPECjbb*2005, 
SPECint*_rate_base2006, SPECfp*_rate_base2006, and TPC Benchmark* E) comparing best published / submitted results on 4-socket (4S) Intel 
Xeon processor X7560 –based server platform to best published 4S Intel Xeon processor X7460 –based server platform as of March 26, 2010. 
*Comparisons with single core Intel Xeon® based on pre-production measurements of Intel Xeon® 7500 compared to single core Xeon® from 
2005.  For notes and disclaimers, see performance and legal information slides at end of this presentation.

The Right Investment – Right Now
up to 20:1 consolidation refresh of Single Core Servers 

12 Month Estimated Payback 

Average 3X Performance 
on a range of benchmarks
vs. Intel® Xeon® 7400 Series†

New levels of scalability and advanced 
reliability for your Mission Critical 

applications

Presenter
Presentation Notes
New Intel Xeon Processor 7500 (Xeon 7500) – launching March 30th 10 is best enabler of IT business value we’ve seen in years
	up to 3x database performance gains over existing MP (Xeon 7400) 
	up to 8x the bandwidth of 
	up to 20x the performance of the most powerful single core MP servers installed today. 

2 ways to use this performance
	
Energy Efficient Refresh: Use 20:1 server replacement or virtualization and achieve a payback within 1 year.  �with over 90% lower operating costs 

Performance Refresh Use 1:1 server replacement to deliver nearly 20x performance gains �within an existing data center design

Or

Deploy Virtualization: Boost utilization and flexibility of your infrastructure by capitalizing on these performance and energy efficiency gains
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3 Minute 
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Nehalem arch optimized for the 
expandable performance segment

Intel® Xeon® Processor 7500 Series

The biggest performance jump 
ever in Xeon® history

New processor architecture
New platform architecture
New memory subsystem

New I/O subsystem
New Mission Critical RAS
New Levels of Scalability

Scalable 
Performance

Flexible 
Virtualization

Advanced 
Reliability

IO HUB

IO HUB

Xeon® 7500

Intel® Scalable
Memory Buffer

Memory

Xeon® 7500

Xeon® 7500 Xeon® 7500
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Intel® Xeon® Processor 7500 
Series Benefits

1. up to 3.7X over Xeon 7400 vConsolidate using a leading VM vendor. See performance foil for details
2. 8 socket system with 128 DIMM slots populated with 16GB DDR3 DIMMs
3. 8X per Intel internal memory BW measurement 3.2.10
4. Estimate of Xeon 7500 vs older single core 4socket servers. See 20:1 Refresh Foil for details
5. Per published history of Intel Xeon product performance
6.See RAS list for new features  

Up to 3.7X performance 
boost over Xeon® 74001

2 terabyte 
of memory (8 sockets)2

2-256 sockets

8X memory bandwidth3

Over 20x performance 
vs. older, single-core 

servers4

Biggest Performance 
Leap Ever for Xeon5

12 Month Refresh 
ROI4

Higher VM Density 
and Investment 

Protection

Flexible
Virtualization
I/O Virtualization

Intel VT Flex-
Migration Assist 

for virtualization pool 
investment protection

Over 20 new RAS 
features7

Machine Check 
Architecture-

recovery  
Recover from fatal 

errors

Mission Critical 
Reliability

Scalable
Performance 

Advanced
Reliability

Presenter
Presentation Notes
End-to-end HW-assist
building block for the cloud
new security technology built-in

Xeon is the core building block for virt DCs for highly flexible DCs

Most widely-deployed building block for the cloud



Key Message: Innovation continues, and our next step will be a new platform complete with several new innovations, which extends the leadership IT value prop we have delivered the past few years. 
Main features:
Processor:  4-wide arch (just like Intel Core uarch), 33% more efficient than AMD Opteron (more instruction per clock), more parallelism (33% more micro-ops over 45nm Penryn), enhanced algorithms and branch prediction capabilities 
Hyper-threading – good for highly threaded apps such as databases, multi-media, search engines 
Turbo Boost – raises core clock speed when needed above rated speed (performance on demand)
Integrated Memory Controller:   3 ch DDR3 memory per socket, up to 144GB (8 GB DIMMs) and 32 GB/s 
High Bandwidth QuickPath Interconnect:  Up to 25.6GB/s per link
Performance:  
Up to 3.5x the bandwidth for technical computing†
Up to 2.25x the performance for enterprise computing†
2x software threads and performance boost on demand 
Energy Efficiency:
Highest system level performance/watt† 
Lower system idle power reduces IT costs
Dynamically turns cores on/off to meet performance needs
Virtualization:
Expand existing pools with Intel VT FlexMigration
Unique capabilities for live VM migration over network
Highest 2S virtualization scores mean more VMs per server† 
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Intel® Xeon® 7500 Processor Series
A Transformational Processor

Biggest performance leap in Xeon history1

20:1 consolidation of older, single-core 4S servers2

Est. 12 month ROI payback via lower operating costs2

Flexible design broadens MP category well beyond 4S

Transforming
Enterprise

Over 20 new RAS features including MCA-recovery3

Scalability from 2 to 256 sockets
As low as 1/5th the cost of RISC-based systems4

8X memory bandwidth of prior generation5

2 terabyte of shared memory capacity (with 8 sockets)6

Super node scaling for largest data intensive problems

Transforming
Mission 
Critical

Transforming
HPC

Transforming Enterprise, Mission Critical and HPC workloads
1. Per published history of Intel Xeon product performance
2. Estimate of Xeon 7500 vs older single core 4socket servers. See 20:1 Refresh Foil for details 
3. See RAS list for new features
4. Estimate of 4S Xeon 7500 vs 4S POWER7 system public pricing. See “4S Price/Performance vs RISC” slide for details
5. 8X per Intel internal memory BW measurement 3.2.10
6.8 socket system with 128 DIMM slots populated with 16GB DDR3 DIMMs
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30 Minute 
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Intel® Xeon®

Processor 7500 Series
“Nehalem-EX”

<add name>
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• Transforming the Big-
Server Market

• Xeon® 7500 Processor

• Scalable Performance

• Flexible Virtualization

• Advanced Reliability

• High Performance 
Computing

• Best Enterprise 
Solutions

• Processor Selection

Agenda
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Business Processing (DB, ERP, CRN, batch)

Decision Support (data warehouse, Business Intelligence)

Large-scale Virtualization

Traditional Big Server Usages

Source: Internal Intel assessment & 2009 IDC Server Workloads Forecast and Analysis Study

Application Development

High Performance Computing

Collaboration

Web Infrastructure

IT Infrastructure

Volume 2-socket Servers Bigger Servers

The Most Demanding Applications Require Big Server Capabilities

Presenter
Presentation Notes
Slides shows workload “affinity” to type of platform. Is not intended to imply relative %s of workloads by system type. 

For example, Mission Critical Business Processing workloads have a higher % incidence (affinity) to EX class servers than they do on EP servers. While IT Infrastructure workloads are deployed on EX class servers they have a much higher incidence on EP servers (ie IT Infrastructure workloads make up a larger % of total EP workloads than the % of total EX workloads.

Source: Internal Intel assessment based, in part, on 2009 IDC Server Workloads Forecast and Analysis Study (Matt Eastwood)
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Business 
Intelligence & 

Large 
In-memory 
Databases

Mission Critical 
High Availability

Workloads

Data Center
Simplification 

(incl VM sprawl)

Multi-tier 
Application 

Consolidation

Bigger Database, 
CRM and ERP 

Workloads

Business Critical 
Virtualization 

Workloads

HPC 
Bigger Science 

Workloads

Emerging Big-Server Trends

Driving Need for Ever-More Capable Hardware

Presenter
Presentation Notes
Source: Internal Intel assessment based on industry reports and Intel customer and IT end-user discussions


Business Intelligence workloads: are essentially large-in memory databases. Besides the traditional standalone BI application used by individual analysts businesses are also integrating these into their business processes that connect them with customers. In both cases, big databases need to be manipulated quickly (ie in memory)

HPC bigger science workloads: there is a class of HPC applications that cannot be chopped up into smaller elements and processed via scale out DP systems because doing so means the dataset cannot be retained in memory and therefore performance drops off with growing use of disk drive vs memory. Similarly there are HPC workloads that are more core or cache sensitive, and thus better run on bigger more capable servers

Business Critical Virtualization: as IT center continue to learn how to deploy virtualization technologies they are moving beyond simple consolidation of relatively lightweight workloads and starting to virtualize larger, more business or mission critical workloads

Databases, CRM and ERP workloads continue to grow in size needing bigger servers to optimal processing

Data Center Simplification. Even with consolidation customers are seeing VM sprawl. Bigger servers are being deployed to handle this. Also, workload migration from server to server, some IT shops lose track of application and middleware software licenses resulting in audits and unexpected charges from SW vendors for being out of compliance. Big servers are seen as means of reducing the chance of moving too much workload/VMs onto a single 2skt volume server and thereby violating license agreements. Finally, downtime in data centers is costly to respond to. Bigger, high availability servers reduce the direct and indirect cost of downtimes by reducing the chance of such occurrences in the first place.

Multi-tier application consolidation: Bigger servers are being used to consolidate front, middle, and/or back-end applications onto a single server. This is particularly helpful for SMBs that find the cost/complexity of maintaining the multi-tier IT architecture. Some SMBs are expected to use the larger systems to consolidate AND thereby easily allow them to upgrade SW which they’ve previously delayed because they didn’t want to incur the incremental cost of both the software AND the multi-tier HW deployment upgrade.
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Big-Server Hardware Requirements
Current Usages and Trends Drive Hardware

Market Need for New Class of More Capable MP Systems

Bigger Workloads

Higher & Bigger VM Densities

Accelerating RISC Migration

HPC Super Nodes

Ongoing ROI Focus

HW Requirements

Maximum Performance

Best Performance/$ 
at Capacity

High Availability

Expandability

Presenter
Presentation Notes
Bigger �Workloads
650% estimated 5 year growth in data
In-memory Business Intelligence
Multi-tier SW consolidated into single system

Higher & Bigger �VM Densities
VMs/server count doubled in last 2 years
Bigger & unpredictable �workloadsbigger VMs
Using bigger servers to relieve VM sprawl
Accelerating �RISC Migration
X86 TCO advantage continues
Increasing x86 RAS functionality
Mission Critical OS support
HPC  Super nodes
Memory & I/O (not FLOPs) sensitive workloads
Growing scale-out cluster complexity �& reliability issues
Ongoing ROI Focus (IT budgets have been, especially since 2000, and will continue to be, scrutinized)
Results in greater focus on faster payback (ROI) periods
TCO: incl. energy eff., SW license, space & mgmt
Optimized systems/solutions for optimal choice
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• Biggest perf. leap in Xeon History

• >20 NEW Reliability Features
(Mission Critical Class Capability)

• Scaling from 2 to 256 sockets

Xeon® 7500…a Quantum Leap

3.7X
Xeon ® 7500

Xeon® 7500 
vs. Xeon® 7400*

Up to….

• 2 TB memory (8S glueless; higher w/ node controller)

• Higher Consolidation Refresh Ratio
(Xeon 7500=20:1; Xeon 7400=8:1)

• Increased Energy Efficiency

16X
8X

3X

2.5X
2.4X

HW 
Requirements

Maximum 
Performance

Best 
Performance/$ 

at Capacity

High Availability

Expandability

• More & innovative system designs 2X

• Enhanced memory bandwidth 8X

**Xeon 7500 offers performance, feature and other metrics “up to” the levels shown
1. Biggest performance leap: Per published history of Intel Xeon product performance
2. 3.7X: Based on March ‘10  vConsolidate using a leading VM software vendor.
3. 8X per Intel internal memory BW measurement 3.2.10 
4. Glueless 8 socket system with 128 DIMM slots populated with 16GB DDR3 DIMMs vs prior generation of 4S gluelsss 32 DIMM slots with 8GB DIMMs
5. 2X number of designs. Intel count of 7400/7300 platforms systems in market  vs those coming on Xeon 7500
6. 3X RAS features vs Xeon 7400. Internal count of features. 
7. 2.4X energy efficiency. See Energy Efficiency performance slide
8. 2.5X  higher consolidation refresh ratio based on ROI tool. Xeon 7500= 20:1 vs older single core 4S servers and Xeon 7400 is 8:1 vs those same servers

The biggest performance, capability and reliability 
leap in Xeon history

Presenter
Presentation Notes
Up to 3X on database…higher for some other workloads like virtualization
Bandwidth measured per internal Intel workload
Scaling with node controller increases from current 16S systems using 7400 to 256 skts (SGI Altix UV platform)
8s glueless (ie without 3rd party/OEM node controller) is 2X current 4S designs
2 TB memory in 8S (8skts * 16 DIMM/skt * 16GB DIMMs) is 4X the 32DIMM*8GB capacity of the 7400 series platforms
I/O lanes 2.56X v 7400…7500 with 2 IOH = 82 lanes (72 Gen2 PCIe + 10 Gen1 on ESI and ICH10) vs 32 Gen1 for 7400 (incl 4 on ESI)
Over 20 new RAS features. Total RAS feature count is 3X that of 7400, plus adding Mission Critical class features like MCA-recovery
7500 4skt server can offer up to 1.8C lower cost per Virtual Machine vs 2skt 5600 class server…see VM proof point
Modularity of the platform enables HW server vendors to bring a much broader mix of size (2 to 256skts) and form factors to market.
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2-socket

2+2 (4S)

2+2+2+2 (8S) 4S (64DIMMs)

4S (32DIMMs)

4+4 (8S)

Modular Platform Drives Innovation
Wide Range of Xeon® 7500 Platforms Brought to Market

Xeon® 7500 CPU Socket

Memory

I/O Hub

Intel QuickPath Interconnect

19
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3rd partry Node Controller
(non-Intel)

OEM interconnect

Add’l configs via 
OEM-specific 
scaling tech

2+2+…
(up to 256s)

Huge variety of systems available for optimized choice

...

Presenter
Presentation Notes
Add’l Notes…
Huge adoption rate….
2X the OEMs bringing NHM-EX v Xeon 7400
2.3X the number of platforms vs 7400
Explosion in systems
And quantum leap in the range of platforms (2-256skts, modular, …)
2-8skt systems available in blade and rack form factors
Node controllers are sometimes also expand memory not just sockets (e.g. IBM’s MAX5 memory expander)
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Memory

• Inter-socket Memory Mirroring
• Intel® Scalable Memory 

Interconnect (Intel® SMI) 
Lane Failover

• Intel® SMI Clock Fail Over
• Intel® SMI  Packet Retry
• Memory Address Parity 
• Failed DIMM Isolation
• Memory Board Hot 

Add/Remove
• Dynamic Memory Migration*
• OS Memory On-lining *
• Recovery from Single DRAM 

Device Failure (SDDC) plus 
random bit error

• Memory Thermal Throttling
• Demand and Patrol scrubbing
• Fail Over from Single DRAM 

Device Failure (SDDC)
• Memory DIMM and Rank 

Sparing
• Intra-socket Memory Mirroring
• Mirrored Memory Board Hot 

Add/Remove

Advanced Reliability Starts With Silicon
Xeon® 7500 Reliability Features

Bold text denoted new feature for Xeon® 7500
* Feature requires OS support, check with your OS vendor for support plans
Some features require OEM server implementation and validation and may not be provided in all server platforms 

Over 20 New RAS features across the entire platform

I/O Hub

• Physical IOH Hot Add
• OS IOH On-lining*
• PCI-E Hot Plug 

CPU/Socket

• Machine Check Architecture 
(MCA) recovery

• Corrected Machine Check 
Interrupt (CMCI)

• Corrupt Data Containment 
Mode

• Viral Mode
• OS Assisted  Processor Socket 

Migration*
• OS CPU on-lining *
• CPU Board Hot Add at QPI
• Electronically Isolated (Static) 

Partitioning
• Single Core Disable for Fault 

Resilient Boot

Intel® QuickPath Interconnect

• Intel QPI Packet Retry
• Intel QPI Protocol Protection 

via CRC (8bit or 16bit rolling)
• QPI Clock Fail Over
• QPI Self-Healing

Presenter
Presentation Notes
Key Point/Purpose of this slide:   This slide shows the volume and breath of new RAS features on Xeon 7500.   The majority of these features address memory error detection, correction, and recovery because that is where most errors occur.  Other RAS capabilities are socket, QPI, and I/O level.

Note that the final set of RAS features in the platform may change slightly from this list.

The point of this slide is to show how serious Intel is about RAS in Xeon 7500, it is not intended that the speaker would go through each feature. 
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Efficiency
Refresh

20:1

Up to 92% 
Annual Energy 

Costs Reduction 
(Estimated)

1 Rack of Intel® Xeon®

7500 Based Servers

As Little as
12 months

Payback (Estimated)

Server Refresh Benefits
Single Core  Xeon® 7500

Source: Intel measurements as of March 2010 of Xeon 7500 and single-core 4-socket systems. Performance comparison using SPECint_rate_base2006. Results have been estimated based on 
internal Intel analysis and are provided for informational purposes only. Any difference in system hardware or software design or configuration may affect actual performance. For detailed 
calculations, configurations and assumptions refer to the legal information slide in backup. 

– OR –

2010

Performance 
Refresh

1:1 Up to 20x 
Performance

(Estimated)
20 Racks of Intel®
Xeon® 7500 Based 

Servers

2005

20 Racks of  
Intel® Xeon®

Single Core 
Servers

Presenter
Presentation Notes
Slide Purpose:  Communicate the End Benefit and Alternative approaches to Refresh of Older Servers 
(Build slide)…see back up slide for details

The culmination of the opportunity highlighted in the previous slides are the benefits and approaches you can take in refresh

Let’s take the base case of 200 servers (could be any number of servers) .. If you replace each server 1:1 .. You can see a dramatic boost in infrastructure performance due to the per server performance gains available.. However, because the power is lower per server, you can do this with the same data center design and footprint that you have today (no retro-fit of expansion) .. And you can capture a moderate savings in your power bill or about 92% annually

Another approach (used by many) is to replace your aging servers with fewer new.  If you kept performance of your infrastructure constant (before / after), 20:1 consolidation is possible and a dramatic cost reduction can be gained in areas that depend on server count (like energy costs, software licensing and maintenance fees – among others) .. We estimate that just looking at OS and energy savings, the cost of the new servers could be paid back within just under 1 year from these savings.  
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“Nehalem EX's core platform attributes 
make it very capable to further disrupt 

parts of a declining RISC market”

Vernon Turner, IDC

Xeon® 7500: A Catalyst for Mission 
Critical Transformation

RISC microprocessor volumes 
continue to decline

Xeon®-based platform delivers on 
TCO advantage

Xeon® 7500 brings the level of mission 
critical reliability in bigger systems

IT budgets tighter than ever

Presenter
Presentation Notes
Storyline…
RISC volumes dropping for some time (see chart)
Primary driver has been Xeon’s TCO (non-proprietary platform) advantage
RISC hold outs have done so because desire for bigger systems and/or higher level of reliability
Xeon 7500 brings the level of mission critical reliability and bigger systems
….And IT budgets are tighter than ever
So, Xeon 7500 is a “catalyst” for change in mission critical (“perfect storm”…pre-existing TCO advantage + new mission critical class level of scalability and reliability + even tighter economic conditions)



http://info.condreycorp.com/.a/6a00e550255048883300e553c8135b8833-800wi�
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4S Price/Performance vs. RISC
Estimated Performance

SUN T5440 
UltraSPARCT2+*

Up to

2X
Performance

Less than

1/2
System Cost

SPECJbb2005* 2.08x

SPECint*-rate 2006 2.04x

SPECfp*-rate2006 2.14x

POWER 550/570 
IBM POWER7*

Leading Price/
Performance

Less than

1/5
System Cost

SPECJbb2005* 0.75x

SPECint*-rate 2006 0.75x

SAP SD 2-tier 0.80x

Source: Intel Internal measurements Aug 2009. See backup for additional details. System pricing based on published System pricing for T5440 with 64GB memory and estimated pricing for 4s 
Xeon® 7500 system

For notes and disclaimers, see legal information slide at end of this presentation

Presenter
Presentation Notes
Slide Objective:
Highlight the price/performance leadership of the Xeon 7500 vs 4s RISC platforms 
Key Messages:
Performance leadership at a fraction of the cost
T5440 with 64GB memory $91995. Estimated pricing for Xeon 7500 4s at $35,000
4S Power7 systems estimated ~$200k vs. ~$35k for estimated 4S Neh-EX system
Assuming top-bin 4 3.55 GHz Power7 8-core cpus, 4 2.26 8-core Nehalem-EX cpus, 128GB DDR3, 2 HDDs
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7000 Sequence
Scalable performance 

Flexible Virtualization

Advanced Reliability

Xeon® 7500® Expands Intel’s 
Mission Critical Platform Offerings

Operating 
System

Application 
Availability

OEM 
System 

Capability

OEM 
Service & 
Support

   Server Decision Based on Fit 
to System Deployment 
Requirements

24

Intel® Xeon® 7500—expanding the options for Mission Critical Workloads

9000 Sequence
Architected for 
Mission Critical UNIX 
and mainframe

Advanced Reliability

Presenter
Presentation Notes
Key Purpose of slide: Discuss at a high level the fact that Intel offers 2 mission critical 64-bit platforms: Itanium and Xeon (7000 Sequence) Both are equally capable of running the mission critical applications and workloads that companies deploy, to help run the core functions of their business: enterprise database, enterprise data warehouse or data marts, business analytics and business intelligence, enterprise resource planning (ERP), supply chain management (SCM), customer relationship management (CRM) and transactional type of workloads (OLAP, etc.)

With the new Intel Xeon processor 7500 series (formerly code-named Nehalem-EX) Intel now has two mission critical (MC) capable platforms: Itanium 9000 Sequence and the Xeon 7000 Sequence that are able to handle the reliability and scalable performance requirements of high-end workloads. For most customers, the rationale to run their workloads on Xeon vs Itanium will primarily be driven by the best fit to system deployment requirements. For high-end UNIX workloads, Itanium may be the most capable, because of HP-UX’s tight integration with the Itanium architecture. For Windows, Linux or Solaris workloads, Xeon may be the best fit, since Windows, Linux and Solaris have tight integration with many of the underlying architectural features and capabilities with Xeon. Other criteria include whether the application runs on the platform and what kind of OEM system capability and OEM service and support is available for the particular platform.
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Introducing the Intel® Xeon® 7500 
Series Processor

A New Generation of Intelligent Servers

Based on the Next 
Generation Intel®
Microarchitecture
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Technology Advantages
Nehalem architecture

72 PCIe Gen2 lanes

Xeon® 7500
Nehalem Generation Intel® Microarchitecture

ICH 10/10R Intel® 82599 
10GbE Controller

8-cores

24MB Shared L3 Cache

64 DIMM slots support up to 1 terabyte 
of memory (4 sockets)

Scaling from 2-256 sockets

Intel Virtualization Technologies

Mission Critical Class Reliability features 

Intel® Scalable
Memory Buffer

Memory

Intel® 7500 
Chipset

PCI Express* 2.0

Xeon® 7500 Xeon® 7500

Xeon® 7500 Xeon® 7500
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Intel® Hyper-threading 
Technology

Increases performance for threaded applications 
delivering greater throughput and responsiveness

Higher Performance 
For Threaded Workloads

Intel® Turbo Boost 
Technology

Increases performance by increasing processor 
frequency and enabling faster speeds when 

conditions allow

Performance Enhancements
Intel® Xeon® 7500 Series Processor
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All cores 
operate at 

rated frequency

All cores 
operate at higher  

frequency

Fewer cores 
may operate at 

even higher
frequencies

8C Turbo
Normal

<8C Turbo

… … …

Higher Performance 
on Demand

Presenter
Presentation Notes
Intel Turbo Boost Technology increases performance of both multi-threaded and single threaded workloads. Intel Turbo Boost Technology is activated when the Operating System (OS) requests the highest processor performance state (P0).

The maximum frequency of Intel® Turbo Boost Technology is dependent on the number of active cores. The amount of time the processor spends in the Intel Turbo Boost Technology state depends on the workload and operating environment, providing the performance you need, when and where you need it.
Any of the following can set the upper limit of Intel Turbo Boost Technology on a given workload:
Number of active cores 
Estimated current consumption 
Estimated power consumption 
Processor temperature 

When the processor is operating below these limits and the user's workload demands additional performance, the processor frequency will dynamically increase by 133 MHz on short and regular intervals until the upper limit is met or the maximum possible upside for the number of active cores is reached. Conversely, when any of the limits are reached or exceeded, the processor frequency will automatically decrease by 133 MHz until the processor is again operating within its limits.

Example for 4C Turbo operation:  A database query, which doesn't use any of the processor’s floating point silicon, so it can take advantage of that thermal headroom and increase the frequency of all 4 cores.
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Enhancing Platform Value
Beyond the Processor

1 Based on Intel internal results.  Actual results may vary significantly based on workload and product configurations.  See backup for more details on the results. 

Impact1

• Up to 46X lower power
• Lower TCO (fewer drives)
• Up to 6X read perf improvement

Impact1

• Up to 10X increase IO bandwidth
• >5X port count reduction
• Up to 4.5X power per Gb reduction

Network Optimizations
• Unified networking
• Eliminate switches/cables 
• Scalable with multi-core CPUs

Solid State Drives
• Lower power consumption
• No moving parts
• Dramatic performance 
increases

Intel® 10GbE

Intel® X25-M 
SSDs

Presenter
Presentation Notes
Slide Purpose:  Make the point that Intel is delivering other components for enhanced platform value

Some talking points: 

In networking, Intel 10GbE can have significant benefits to eliminate switches and cables, deliver increased performance, and help provide better performance and more optimal efficiency with virtualization via Intel VT-c and SR-IOV (Single Root I/O Virtualization and Sharing spec.) 

Lower power consumption Intel solid state drives help to deliver increased performance while lowering the power bill.
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#1 World Record 
64S SPECint*_rate_base2006 
10,400 score

#1 World Record
8S TPC Benchmark* E 
3,141 tpsE @ $768.92/tpsE (8P/64C/128T)2

#1 Two-Tier Record
4S SAP BI Datamart
854,649 query navigation steps

#1 4-Socket Record
4S TPC Benchmark* E
2,022 tpsE @ $493.92/tpsE (4P/32C/64T)3

#1 single-node World Record
4S SPECjAppServer*2004 
11,057 JOPS@Standard

#1 World Record
4S VMmark* v1.1
71.85 score @ 49 tiles 

#1 2-Socket x86 Record
2S SPECint*_rate_base2006
362 score

#1 x86 Record
64S SPECfp*_rate_base2006
6,840 score

#1 8-Socket Record
8S SAP* SD 2-Tier (Unicode)
16,000 Benchmark Users

#1 8-Socket Record
8S SPECjbb*2005
3,321,826 BOPS @ 103,807 BOPS/JVM

#1 4-Socket Windows* Record
4S SAP* SD 2 Tier (Unicode)
10,450 Benchmark Users

#1 single-node Record±

4S LS-Dyna* Crash Simulation
41,727 seconds car2car

#1 4-Socket x86 Record
4S SPECint*_rate_base2006
723 score

#1 2-Socket Record
2S SPECjbb*2005
1,011,147 BOPS @ 126,393 BOPS/JVM

Intel® Xeon® Processor 7500 Performance Records1

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as 
measured by those tests. Any difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of 
information to evaluate the performance of systems or components they are considering purchasing. For more information on performance tests and on the performance 
of Intel products, visit  http://www.intel.com/performance/resources/limits.htm Copyright © 2010, Intel Corporation.
* Other names and brands may be claimed as the property of others. 

1World record claim based on comparison of like socket server platforms based on x86 architecture unless otherwise stated. Performance results based on 
published/submitted results as of March 29, 2010.  See http://www.intel.com/performance/server/xeon_mp/summary.htm for details.

Over 20 New x86 Expandable Server World Records!

2. NEC: Availability is June 24,2010. 
3. IBM x3850 X5 server is planned to be generally available March 31, 2010. The total solution availability for the TPC-E benchmark is July 30, 2010. 

±Submitted or published Topcrunch.org
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Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests. Any 
difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing. For more information on performance tests and on the performance of Intel products, visit  http://www.intel.com/performance/resources/limits.htm
Results have been estimated based on internal Intel analysis and are provided for informational purposes only.  Any difference in system hardware or software design or configuration may affect 
actual performance.  Copyright © 2010, Intel Corporation. * Other names and brands may be claimed as the property of others. 

Source: Best published / submitted results comparison of best 4-socket Xeon X7460 and X7560 models as of March 26, 2010. 
See previous “Broad Performance Claim” foil and notes for more information.

HPC

Consolidation

Xeon X7460 = Intel Xeon processor X7460 (16M Cache, 2.66GHz, 1066MHz FSB, formerly codenamed Dunnington)
Xeon X7560 = Intel Xeon processor X7560 (24M Cache, 2.26GHz, 6.40GT/s Intel® QPI, formerly codenamed Nehalem-EX)

Average of 3x performance improvement 
over 7400 series across a range of benchmarks

3x average improvement

Relative results
Higher is better

Presenter
Presentation Notes
Four-socket standard benchmark performance summary highlights the gains seen by the Intel Xeon processor X7560 (24M Cache, 2.26GHz, 6.40GT/s Intel® QPI, formerly codenamed Nehalem-EX) with the baseline as prior generation Intel Xeon processor X7460 (16M Cache, 2.66GHz, 1066MHz FSB, formerly codenamed Dunnington).  Claims based on comparison of like socket server platforms based on similarly configured systems unless otherwise stated. Performance results based on published/submitted or Intel internally measured results as of March 29, 2010.

Memory bandwidth 8.2x claim - Source: Intel internally measured bandwidth tool.
Baseline configuration and score: Intel 7300 Chipset-based server platform with four Intel Xeon processor X7460, 32x 2GB FBD-667 memory, Windows Server* 2008 Enterprise x64 Edition.  Referenced as measured at 11.9GB/s.
New configuration and source: Intel 7500 Chipset-based server platform with four Intel Xeon processor X7560, 64x 4GB QR DDR3-1066 memory, Windows Server* 2008 Enterprise x64 Edition.  Referenced as measured at 98GB/s.
SPECfp*_rate_base2006
4S Intel® Xeon® processor X7460 based platform details
Hewlett-Packard* ProLiant* DL580 G5 server platform with four Intel Xeon processors X7460 (16M cache, 2.66GHz, 1066MHz FSB), 64GB (16x 4GB PC2-5300F CL5) memory, SUSE* Enterprise Linux 10 (x86_64) SP1, Intel C++ and Fortran Compiler 11.0 for LINUX. Referenced as published at 142. For more information, see http://www.spec.org/cpu2006/results/res2008q4/cpu2006-20080911-05253.html.   
4S Intel® Xeon® processor X7560 based platform details
IBM System x* 3850 X5 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 256GB DDR3-1066 REG ECC memory, SUSE* Linux Enterprise Server 11 for x86_64, Intel C++ and Fortran Compiler for LINUX version 11.1. Referenced as published at a score of 543.  Source: Submitted to www.spec.org as of 29 March 2010.  For more information, also see http://www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html
VMmark*
4S Intel® Xeon® processor X7460 based platform details
IBM System x* 3850 M2 server system with four Intel Xeon processors X7460 (16M cache, 2.66GHz, 1066MHz FSB), 128GB (32x 4GB PC2-5300 667MHz Registered ECC DDR2 DIMMs, VMware ESX* 3.5.0 U3 GA.  Referenced as published at 20.5 @ 14 tiles.  For more information, see: http://www.vmware.com/files/pdf/vmmark/VMmark-IBM-2009-03-24-x3850M2.pdf.
4S Intel® Xeon® processor X7560 based platform details
IBM System x* 3850 X5 server platform with four Intel® Xeon® Processor X7560 (24M cache, 2.26GHz, 6.40 GT/s Intel QPI), 384GB DDR3-1066 memory, VMware* ESXi 4.0 Build 240223. Referenced as independently published score of 71.85 @ 49 tiles.  For more information, also see ftp://ftp.software.ibm.com/eserver/benchmarks/IBM_x3850X5_VMmark_Independent_Publication_033010.pdf.  For all VMmark* results, see http://www.vmware.com/products/vmmark/results.html. 
SAP* SD two-tier Standard Application Benchmark
4S Intel® Xeon® processor X7460 based platform details
HP ProLiant* BL680c G5 server platform with four Intel® Xeon® processors X7458 (16MB cache, 2.40GHz, 1066MHz FSB, 90W TDP), 64GB main memory, Microsoft* Windows* Server 2008 Enterprise Edition, Microsoft* SQL Server 2008 RDBMS, SAP enhancement package 4 for SAP ERP 6.0 (Unicode).  Certification #2009032. Referenced as published at 3,058 benchmark users. Source: http://download.sap.com/download.epd?context=48ED5DA68656A4C1F442AA3A8D2E26AD84223C04FE6190C789EA0A1F7789B7CE782AED44E8B735C2 
4S Intel® Xeon® processor X7560 based platform details
IBM System x* 3850 X5 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 256GB DDR3-1066 REG ECC memory, IBM DB2* 9.7 RDBMS, Microsoft Windows Server* 2008 Enterprise x64 Edition, and SAP* ERP application Release 6.0. Referenced as submitted score of 10,450 benchmark users. The SAP certification number was not available at press time and can be found at the following Web page: www.sap.com/benchmark.  For more information, also see http://www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
SPECjbb*2005
4S Intel® Xeon® processor X7460 based platform details
Fujitsu PRIMERGY* RX600 S4 server platform with four Intel® Xeon® processors X7460 (16M cache, 2.66GHz, 1066MHz FSB), 64GB memory, Microsoft Windows Server* 2003 R2 Enterprise x64 Edition, Oracle JRockit* 6 P28.0.0.  Referenced as published at 633,897 BOPS.  Source: http://www.spec.org/osg/jbb2005/results/res2009q1/jbb2005-20090305-00663.html.
4S Intel® Xeon® processor X7560 based platform details
IBM System x* 3850 X5 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26GHz, 6.40GT/s Intel QPI), Intel Hyper-Threading Technology enabled, Intel Turbo Boost Technology enabled, 256GB memory, 1x 73GB disk drive, Microsoft Windows Server* 2008 R2 Enterprise x64 Edition, IBM J9* JVM (build 2.4, JRE 1.6.0). Referenced as measured at 2,012,730 SPECjbb2005 bops and 125,796 SPECjbb2005 bops/JVM. Source: submitted to SPEC.org as of 29 March 2010. For more information, also see http://www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
TPC Benchmark* E 
4S Intel® Xeon® processor X7460 based platform details
IBM* System x* 3850 M2 server platform with four Intel® Xeon® processors X7460 (16MB cache, 2.66GHz, 1066MHz FSB), 128GB memory, Microsoft* SQL Server* 2008 Enterprise x64 Edition database, Microsoft* Windows* Server 2008 Enterprise x64 Edition. Referenced as published at 729.65 tpsE @ $457.27 USD/tpsE.  For more information, see http://www.tpc.org/tpce/results/tpce_result_detail.asp?id=108091502.  
4S Intel® Xeon® processor X7560 based platform details
IBM System x* 3850 X5 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 1024GB memory (64x 16GB DDR3-1066 REG ECC), Microsoft* SQL Server* 2008 R2 Enterprise x64 Edition database, Microsoft* Windows* Server 2008 R2 Enterprise x64 Edition. Referenced as to be published score of 2022.64 tpsE @ $493.92 USD/tpsE with total solution availability July 30, 2010.  Audited and submitted to tpc.org as of 30 March 2010. For more information, also see http://www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
SPECint*_rate_base2006
4S Intel® Xeon® processor X7460 based platform details
IBM* System x* 3850 M2 server platform with four Intel Xeon processors X7460 (16M cache, 2.66GHz, 1066MHz FSB), 64GB (16x 4GB PC2-5300P) memory, SUSE* Enterprise Linux 10 (x86_64) SP2, Intel C++ Compiler 11.0 for LINUX. Referenced as published at 274. For more information, see http://www.spec.org/cpu2006/results/res2008q4/cpu2006-20080915-05319.html.   
4S Intel® Xeon® processor X7560 based platform details
Cisco* USC C460 M1 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 512 GB memory (64x 8GB DDR3-1333 REG ECC), SUSE* Linux Enterprise Server 11 for x86_64, Intel C++ Compiler for LINUX version 11. Referenced as submitted to www.spec.org at 723 base score as of 29 March 2010.  For more information, see http://www.cisco.com/en/US/prod/ps10265/at_work_promo.html#~industry_benchmarks.  
SPECjAppServer*2004
4S Intel® Xeon® processor X7460 based platform details
HP ProLiant* DL580 G5 platform with four Intel Xeon processors X7460 (16M cache, 2.66GHz, 1066MHz FSB), 65,536MB memory, Oracle* Enterprise Linux 5 Update 2 x86_64, Oracle WebLogic* Server Standard Edition Release 10.3.  Referenced as published at 4,410.07 SPECjAppServer2004 JOPS@Standard.  Source: http://www.spec.org/osg/jAppServer2004/results/res2008q3/jAppServer2004-20080826-00112.html. 
4S Intel® Xeon® processor X7560 based platform details
Dell PowerEdge* R910 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26GHz, 6.40GT/s Intel® QPI), Intel Hyper-Threading Technology enabled, Intel Turbo Boost Technology enabled, 131,072MB memory, 2-disk SAS 72GB 15K RAID-0 array, Oracle* Enterprise Linux 5 Update 4 x86_64. Oracle* WebLogic Server Standard Edition Release 10.3.3. Referenced as measured at 11,057 SPECjAppServer*2004 JOPS@standard.   Source: submitted to SPEC.org as of 9 March 2010.

http://www.intel.com/performance/resources/limits.htm�
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Intel® Xeon® Processor 7500 
4S Enterprise Standard Benchmarks Comparison to 2S 
Xeon® 5600 Series 

Source: Best published results on SPEC.org or VMware.com as of 29 March 2010. 
Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests. Any 
difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing. For more information on performance tests and on the performance of Intel products, visit  http://www.intel.com/performance/resources/limits.htm
Results have been estimated based on internal Intel analysis and are provided for informational purposes only.  Any difference in system hardware or software design or configuration may affect 
actual performance.
Copyright © 2010, Intel Corporation. * Other names and brands may be claimed as the property of others. 

Up to 2.2x the performance of Xeon® 5600
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Xeon® 7500 and Xeon® 5600 benchmark results represent best top-bin published results as of 29 March 2010.  See 
notes for details.

(6C, 12M Cache, 3.33GHz)

Presenter
Presentation Notes
Historically, this will still be a generation of significant sell-up opportunity from 2-socket servers to four.  The lowest result here on database B will likely be >2x by time of launch and consolidation will likely still be a better story on EX servers thanks to lower TCO with fewer nodes required to be deployed.  

The Intel Xeon Family for expandable servers (7500/6500 series) delivers scalable performance over the 5600 series on a variety of enterprise applications that take advantage of threads, larger cache, and additional memory capacity.

Two-socket (2S) to four-socket (4S) scalable performance on enterprise and HPC benchmarks
Comparison based on published / submitted results as of 29 March 2010.
SPECompM*2001
2S Intel® Xeon® processor X5680 based platform details�Cisco UCS B200 M2* platform with two Intel® Xeon® processor X5680 (3.33 GHz, 12MB L3, 6.4 GT/s, 6-core, 130W TDP), Turbo Enabled, HT Enabled, 48GB (12x4GB DDR3-1333 registered ECC), 1x73GB 15K RPM SAS HDD, RHEL 5.4 Operating system, SPEC binaries were built with Intel® C Compiler 11.1. Referenced as submitted to SPEC.org at SPECompM*peak2001 score of 55,072. Source: www.cisco.com/en/US/prod/ps10265/at_work_promo.html#~industry_benchmarks. Marked as estimate until published. 
4S Intel® Xeon® processor X7560 based platform details�SGI Altix* UV 10 server platform with four Intel® Xeon® processor X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 128GB memory (64x 2GB DR DDR3-1066 REG ECC), SUSE* Linux Enterprise Server 11 for x86_64 SP1, Intel® C++ Compiler and Fortran* Compiler for LINUX version 11.1. Referenced as submitted to www.spec.org at a SPECompM*2001 score of 107,248. Marked as estimate until published. 
VMmark* v1.1
2S Intel® Xeon® processor X5680 based platform details�Cisco result referenced as published at 35.83 at 26 tiles. Cisco* UCS* B250 M2 platform with two Intel Xeon processor X5680 (3.33 GHz, 12MB L3, 6.40 GT/s Intel® QPI), Turbo Enabled, HT Enabled, 192GB memory (48x4GB DDR3 1333), EMC* CLARiiON CX4-240 storage system with 25x73GB SSD, 20 x 450GB 15K RPM, 5 x 300GB 15K RPM, VMware vSphere* 4.0 U1 Source: www.cisco.com/en/US/prod/ps10265/at_work_promo.html#~industry_benchmarks. Score of 35.83 at 26 tiles. 
4S Intel® Xeon® processor X7560 based platform details�IBM System x* 3850 X5 server platform with four Intel® Xeon® Processor X7560 (24M cache, 2.26GHz, 6.40 GT/s Intel QPI), 384GB DDR3-1066 memory, VMware* ESX 4.0 Development Build. Referenced as independently published score of 71.85 @ 49 tiles. For more information, also see 
ftp://ftp.software.ibm.com/eserver/benchmarks/IBM_x3850X5_VMmark_Independent_Publication_033010.pdf File Type/Size:  PDF xxxKB
. For all VMmark* results, see www.vmware.com/products/vmmark/results.html. 
SPECint*_rate_base2006
2S Intel® Xeon® processor X5680 based platform details�Fujitsu* PRIMERGY RX300 S6 system with two Intel® Xeon® processor X5680 (12M cache, 3.33GHz, 6.40 GT/s Intel® QPI), 48 GB (12x4GB DDR3-1333), 1x160GB 5.4K RPM SATA disk subsystem, SUSE* Linux Enterprise Server 11 (2.6.27.19-5-default). Referenced as published at 355. Source: www.spec.org/cpu2006/results/res2010q1/cpu2006-20100301-09734.html as of March 16 2010. 
4S Intel® Xeon® processor X7560 based platform details�Cisco* USC C460 M1 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 512 GB memory (64x 8GB DDR3-1333 REG ECC), SUSE* Linux Enterprise Server 11 for x86_64, Intel® C++ Compiler for LINUX* version 11. Referenced as submitted to www.spec.org at 723 base score as of 29 March 2010. For more information, see www.cisco.com/en/US/prod/ps10265/at_work_promo.html#~industry_benchmarks. 
SPECmpi*2007 (Medium)
4-node, 2S Intel® Xeon® processor X5670 based platform details�Intel Corp. Endeavor server cluster with two Intel® Xeon® processor X5670 (12M cache, 2.93GHz, 6.4GT/s Intel® QPI), 96GB DDR3-1333 total (24GB or 6x 4G per node), Seagate* 400GB ST3400755SS disk subsystem, Red Hat* EL 5.4 kernel 2.6.18-164, Mellonox* MHQH29-XTC adapter, Intel® C++ Compiler 11.1.064 for Linux*. Referenced as published at SPECmpiM_base2007 score of 8.54. Source: www.spec.org/mpi2007/results/res2010q1/mpi2007-20100223-00209.html as of 29 March 2010. NOTE: SPECMPI* results on Intel® Xeon® processor 5600 series-based cluster were obtained for 48 MPI ranks in fully-subscribed mode on 4 nodes. 
4-node, 4S Intel® Xeon® processor X7560 based platform details �Intel Corp. Discovery server cluster with four Intel® Xeon® processor X7560 (24M cache, 2.26GHz, 6.4GT/s Intel® QPI), 128GB DDR3-1333 total (32x 4G per node), Seagate* 400GB ST3400755SS disk subsystem, Red Hat* EL 5.4 kernel 2.6.18-164, Mellanox* MHQH29-XTC adapter, Intel® C++ Compiler 11.1.064 for Linux*. Referenced as submitted at SPECmpiM_base2007 score of 16.6. NOTE: SPECMPI* results on Intel® Xeon® processor 7500 series-based cluster were obtained for 128 MPI ranks in fully-subscribed mode on 4 nodes. 
SAP* SD 2-tier
2S Intel® Xeon® processor X5680 based platform details�Fujitsu PRIMERGY* RX300 S6 system with two Intel® Xeon® processor X5680 (12M cache, 3.33 GHz, 6.4GT/s QPI), 88 GB main memory, Microsoft Windows Server* 2008 Enterprise Edition, SQL Server* 2008, SAP ERP 6.0 Enhancement Pack 4. Referenced as submitted score of 4,910 benchmark users. Source: Certification #2010008 - http://download.sap.com/download.epd?context=40E2D9D5E00EEF7C069130CE8EADA8B0CA79843E1BC95C7E39049EEF848F5CB0 as of 29 March 2010. 
4S Intel® Xeon® processor X7560 based platform details�IBM System x* 3850 X5 server platform with four Intel® Xeon® processors X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 256GB DDR3-1066 REG ECC memory, IBM DB2* 9.7 RDBMS, Microsoft Windows Server* 2008 Enterprise x64 Edition, and SAP* ERP application Release 6.0. Referenced as submitted score of 10,450 benchmark users. The SAP certification number was not available at press time and can be found at the following Web page: www.sap.com/benchmark. For more information, also see www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
SPECjAppServer*2004 (single-node)
2S Intel® Xeon® processor X5680 based platform details�Cisco UCS* C250 M2 platform with two Intel® Xeon® processor X5680 (12M Cache, 3.33 GHz, 6.40 GT/s Intel® QPI), Intel® Turbo Boost Technology enabled, Intel® Hyper-Threading Technology enabled, H/W prefetcher disabled, Adj. Cache line prefetch disabled, DCU prefecher disabled, DCU IP prefetcher disabled. 96 GB (24x4GB DDR3-1333 registered ECC), 2x73GB 15K RPM SAS HDD, Oracle Enterprise Linux 5* Update 3 x86_64, Oracle WebLogic Server* Standard Edition Release 10.3.3, Oracle JRockit* 6.0 JDK (R28.0.0-587) (Linux* x86 64bit). EMC CLARiiON* CX4-240 storage system with 60 x 450GB 15K RPM. Referenced as published at 5,185.45 SPECjAppServer2004* JOPS@Standard. Source: http://www.spec.org/osg/jAppServer2004/results/res2010q1/jAppServer2004-20100224-00139.html as of 29 March 2010. 
4S Intel® Xeon® processor X7560 based platform details�Dell PowerEdge* R910 server platform with four Intel® Xeon® processor X7560 (24M cache, 2.26GHz, 6.40GT/s Intel® QPI), Intel® Hyper-Threading Technology enabled, Intel® Turbo Boost Technology enabled, 131,072MB memory, 2-disk SAS 72GB 15K RAID-0 array, Oracle* Enterprise Linux 5 Update 4 x86_64. Oracle* WebLogic Server Standard Edition Release 10.3.3. Referenced as measured at 11,057 SPECjAppServer*2004 JOPS at standard. Source: submitted to www.spec.org as of 9 March 2010. 
SPECjbb*2005
2S Intel® Xeon® processor X5680 based platform details�Fujitsu PRIMERGY RX300 S6* system with two Intel® Xeon® processor X5680 (12MB Cache, 3.33 GHz, 6.40 GT/s Intel® QPI), Intel® Hyper-Threading Technology enabled, Intel® Turbo Boost Technology enabled, NUMA Enabled, Data Reuse Optimization disabled, all prefetchers disabled, 48 GB (12x4GB DDR3-1333 DR registered ECC), 1 x Seagate* 73GB 10K RPM 2.5" SAS HDD, Microsoft Windows Server* 2008 R2 Enterprise, IBM J9* VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924). Source: Fujitsu Performance Lab testing as of March 16, 2010 http://docs.ts.fujitsu.com/dl.aspx?id=71488796-7a53-46b8-9163-61373214c2ef. SPECjbb2005 score: bops= 928393, bops/JVM= 154732. 
4S Intel® Xeon® processor X7560 based platform details�IBM System x* 3850 X5 server platform with four Intel® Xeon® processor X7560 (24M cache, 2.26GHz, 6.40GT/s Intel® QPI), Intel® Hyper-Threading Technology enabled, Intel® Turbo Boost Technology enabled, 256GB memory, 1x 73GB disk drive, Microsoft Windows Server* 2008 R2 Enterprise x64 Edition, IBM J9* JVM (build 2.4, JRE 1.6.0). Referenced as measured at 2,012,730 SPECjbb2005 bops and 125,796 SPECjbb2005 bops/JVM. Source: submitted to www.spec.org as of 29 March 2010. For more information, also see www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
SPECfp*_rate_base2006
2S Intel® Xeon® processor X5680 based platform details�Fujitsu PRIMERGY* RX300 S6 server platform with two Intel® Xeon® processor X5680 (12M cache, 3.33 GHz, 6.40 GT/s Intel® QPI), 48GB (12x4GB DDR3-1333 ECC), 1x160GB 5.4K RPM SATA disk subsystem, SUSE* Linux Enterprise Server 11 (2.6.27.19-5-default). Referenced as published at 248. Source: www.spec.org/cpu2006/results/res2010q1/cpu2006-20100301-09735.html as of 29 March 2010. 
4S Intel® Xeon® processor X7560 based platform details�IBM System x* 3850 X5 server platform with four Intel® Xeon® processor X7560 (24M cache, 2.26 GHz, 6.40GT/s Intel® QPI), 256GB DDR3-1066 REG ECC memory, SUSE* Linux Enterprise Server 11 for x86_64, Intel® C++ Compiler and Fortran* Compiler for LINUX version 11.1. Referenced as published at a score of 543. Source: Submitted to www.spec.org as of 29 March 2010. For more information, also see www-03.ibm.com/systems/x/resources/benchmarks/intel/news/index.html. 
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Relative Performance. 
Higher is better

+140%

Intel® Xeon® Processor 7500
Performance/Watt: Energy Efficient performance on Server-side Java*

Source: Intel measured results TR#1078 12 February 2010. See backup for additional details.
P=Processors, C=Cores, T=Threads 
Xeon X7460 – Intel® Xeon® Processor X7460 (code name “Dunnington ”)
Xeon 7500 series – Intel® Xeon® Processor 75xx (code name “Nehalem-EX”) – see product details slide for more information or visit www.intel.com/server.
Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests. Any 
difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing. For more information on performance tests and on the performance of Intel products, visit  http://www.intel.com/performance/resources/limits.htm

Perf/Watt

• Compares PPW on baseline Dunnington 4S top-bin to all bins of 4S Xeon 7500 servers
• Significant performance improvements even at the bottom of the product options enables up to 2.4x 

performance per watt improvement over 7400 series

up to 2.4x Energy-Efficient Performance Improvement
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Presentation Notes
Energy Efficiency Performance on Server-side Java* BOPS  performance per watt benchmark
Comparison based on Intel internally measured TR#1078 as of 12 February 2010.
4S Intel® Xeon® processor X7460 based platform details
Intel® S7000FC4UR (Fox Cove) server system with four Intel® Xeon® processor X7460 (16MB cache, 2.66GHz, 1066MHz FSB, 6C/6T), 16x 4GB FB-DIMM 667MHz Samsung* CAS5 memory, Seagate* Savvio* ST973401SS 73GB SAS HDD, DPS-1570BB A (Fox Cove Default Power Supply 2x1570W), BEA JRockit* build 1.6.0_03-b05, Microsoft* Windows* Server 2008 Enterprise Edition.  Source: Intel internal measurements TR#923. 
4S Intel® Xeon® processor E7520 based platform details
Intel pre-production system with four Intel® Xeon® processor E7520 (1.86 GHz, 18MB L3, 4.8 GT/s, quad-core, 95W TDP), HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory (32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 844,577 bops and 958 bops/watt.
4S Intel® Xeon® processor E7530 based platform details
Intel pre-production system with four Intel® Xeon® processor E7530 (1.86 GHz, 12MB L3, 5.86 GT/s, six-core, 105W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory (32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel measurements TR#1078. SPECjbb2005 Score: 1,084,156 bops and 1025 bops/watt.
4S Intel® Xeon® processor X7542 based platform details
Intel pre-production system with four Intel® Xeon® processor X7542 (2.66 GHz, 18MB L3, 5.86 GT/s, six-core, 130W TDP), Turbo Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB  memory(32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 1,318,237 bops and 1214 bops/watt.
4S Intel® Xeon® processor E7540 based platform details
Intel pre-production system with four Intel® Xeon® processor E7540 (2.0 GHz, 18MB L3, 6.4 GT/s, six-core, 105W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory(32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 1,280,784 bops and 1247 bops/watt.
4S Intel® Xeon® processor L7545 based platform details
Intel pre-production system with four Intel® Xeon® processor L7545 (1.86 GHz, 18MB L3, 5.86 GT/s, six-core, 95W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory (32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 1,202,875 bops and 1250 bops/watt.
4S Intel® Xeon® processor X7550 based platform details
Intel pre-production system with four Intel® Xeon® processor X7550 (2.0 GHz, 18MB L3, 6.4 GT/s, eight-core, 130W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory(32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 1,586,655 bops and 1257 bops/watt.
4S Intel® Xeon® processor L7555 based platform details
Intel pre-production system with four Intel® Xeon® processor L7555 (1.86 GHz, 24MB L3, 5.86 GT/s, eight-core, 95W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory (32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#107810. SPECjbb2005 Score: 1,604,289 bops and 1460 bops/watt.
4S Intel® Xeon® processor X7560 based platform details
Intel pre-production system with four Intel® Xeon® processor X7560 (2.26 GHz, 24MB L3, 6.4 GT/s, eight-core, 130W TDP), Turbo Enabled, HT Enabled, HW Prefetcher Disabled, ACL Prefetcher Disabled, 128 GB memory (32x4GB DDR3-1066 registered ECC), 4 pieces memory DIMMs each in 8 memory raiser, 1x73GB 10K RPM SAS HDD, 3x850w PSU, Windows Server2008-x64 SP2. IBM J9 VM (build 2.4, JRE 1.6.0 IBM J9 2.4 Windows Server 2008 amd64-64 jvmwa6460sr6-20090923_42924 (JIT enabled, AOT enabled) Source: Intel internal measurements TR#1078. SPECjbb2005 Score: 1,907,234 bops and 1591 bops/watt.
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NEW 2-socket Expandable Platform

*Use X7560 for highest performance

Efficient Performance Class Expandable Class

Xeon(R) 5600 Xeon(R) 5600

IO HUB IO HUB

Xeon 7500 Xeon 7500

Xeon® 
7500 / 6500*

Xeon® 
5600

Frequency Sensitive Thread SensitivePerformance

Power EfficiencyLow High

Low HighMemory Capacity

Good BestReliability

Virtualization driving need for compute, memory & reliability

Presenter
Presentation Notes
Typical configuration. When populated with 8C Xeon 7500 you get 64 threads in a 4socket. A first for industry standard architecture systems

Fully connected CPUs for faster performance. In the event of a cache miss on a processor, it’s only a single hop from CPU to any other CPU to check for missing data

Intel® Scalable Memory Interconnects with Intel® Scalable Memory Buffers offer benefits of: 
Capacity: Scalable memory buffer provides higher capacity than natively attached memory systems (e.g. NHM-EP and AMD platforms)
Same memory: Scalable memory buffer uses R-DDR3 RDIMMs, same as used in 1S and 2S volume systems, for inventory cost management savings (note: be sure not position FBD as a premium-priced or non standard memory)
Power: Medium to Large memory configurations can see power reduction with Scalable Memory Buffer based systems compared to FBD based
PCIe Gen 3--Next generation I/0
Same Virtualization Technology as in NHM-EP. Technology in the CPU, IOH and ethernet controller (VT-x, VT-c and VT-d)

Market targets are the Enterprise and consolidation/virtualization. With the greatly expanded memory bandwidth/capacity and socket performance we expect tremendous HPC success too.

DO NOT DISCLOSE: 
Number of memory slots per socket or system. The concern that AMD may say that Magny Cours will offer same but without the cost and trouble of memory buffers. We’ll disclose memory slots at late summer IDF

NEW DISCLOSURES at Spring ‘09 IDF: 
Scalable memory buffers (SMB)
Scalable Memory Interconnect
Discontinued use of FBD in EX/MP systems
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2-Socket Xeon® 7500/6500 vs Xeon® 5500/6500
Memory Performance Impact of Enabled RAS Features

Table shows available memory bandwidth and memory capacity when each RAS feature is enabled on each platform vs. the maximum possible bandwidth or capacity for the platform

Available Bandwidth and Capacity (Higher is better, 100% is target)

Xeon® 7500/6500: MORE RAS features with 
LESS adverse performance impact  (vs. Xeon® 5500/5600 Series)

RAS Feature
Xeon 7500/6500 Xeon 5500/5600

Bandwidth Capacity Bandwidth Capacity

x4 SDDC 100% 100% 100% 100%

x8 SDDC 100% 100% 67% 67%

Lock Step 100% 100% 67% 67%

Mirroring 50% 50% 33% 33%

DIMM Sparing 100% 50% 67% 67%

Rank Sparing 100% 50% Not supported Not Supported

Presenter
Presentation Notes



When a RAS feature is enable it often reduces the performance of the memory sub-system by either reducing the available bandwidth and/or the available capacity.

In all cases, when a memory RAS feature is enabled on Nehalem EX, memory bandwidth is not effected.  This is not the case for the Tylersburg NHM/WSM EP platform, which sees the available memory bandwidth reduced by up to 2/3’s (due to 1 or 2 memory channels not being available when the particular memory RAS feature is enabled.

In most cases, when a memory RAS feature is enabled on Nehalem EX, memory capacity is reduces less than the  Tylersburg NHM/WSM EP platform, which sees the available memory capacity reduced by up to 2/3’s (due to 1 or 2 memory channels not being available when the particular memory RAS feature is enabled.

Bottom line, with Nehalem EX, there are more Memory RAS features, and they have less of an impact to memory performance.  Of note:  Memory latency is generally not affected by any of the RAS features on either platform.

In reality, since Lock Step is enabled by default for all memory configurations on Nehalem EX, memory performance per channel is slightly reduced, vs. a similar 2S Tylersburg platform, but the performance reduction is small, probably ~10%.  Much less than the 33-66% reduction seen on the 2S Tylersburg EP platform when similar features are enabled.
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Advantages of More Memory Slots
2-socket EXPANDABLE CLASS Servers*

Performance: Intel internal measurements using Xeon 7500 vs. Xeon 5600 processors in 2 socket servers
Memory cost based on $1900 per 16GB DDR3 ECC RDIMMs and $600 per 8GB DDR3 ECC RDIMMs

Memory 
Cost

Platform 
Memory

Xeon 5600 Xeon 6500/7500

256 GB memory 
(16 slots of 16 GB DIMMs)

256 GB memory 
(32 slots of 8 GB DIMMs)

$30,400 $19,200

Xeon 6500/7500 2-socket Server
Estimated $10k in Memory Savings

Presenter
Presentation Notes
Shows memory savings possible by using Xeon 7500/6500 2-socket system for large memory configurations. The greater memory slots of 6500/7550 (32 slots) means customer can buy lower density, LOWER COST, DIMMs for the 6500/7500 system vs a Xeon 5600 system which can populate at most 18 slots.

Memory savings based on Intel survey of memory market prices in Q1’10 from OEM configurators and online retail sources
--8GB DDR3 registered ECC (1x8GB) 1066Mhz….$550-$650….used $600
--16GB DDR3 registered ECC (1x16GB) 1066Mhz….$1800-$2000+….used $1900

To get 256GB of memory:
6500/7500 system: 32 DIMM slots * $600/DIMM = $19,200
5600 system: 16 DIMM slots * $1900/DIMM = $30,400


See performance slide “2S 5600 to 7500 Series for Maximum Performance” for relative performance claims (details shown at bottom)

Memory savings based on 


Two-socket (2S) Scalable Performance on enterprise benchmarks

Consolidation w/ Virtualization
2S Intel® Xeon® processor X5680 based platform details
New Configuration and Score on Benchmark:- Supermicro* pre-production system with two Intel® Xeon® processor X5680 (3.33 GHz, 12MB L3, 6.4 GT/s, Hex-core, 130W TDP), BIOS rev 01/06/2010, Virtualization Technology Enabled, Turbo Enabled, HT Enabled, NUMA Enabled, 144 GB (18x8GB DDR3-1333 DR registered ECC), 1x150GB 10K RPM SATA HDD, ESX4.0 U1 GA.  Source: Intel internal testing as of Feb 2010 referenced as measured 32.3 @ 26 tiles.
2S Intel® Xeon® processor X7560 based platform details
Intel® 7500 Chipset-based reference server platform with two Intel® Xeon® Processor X7560 (8-Core, 2.26 GHz, 24MB L3 cache, 6.4GT/s QPI), Intel EIST enabled, Turbo Boost enabled, Hyper-Threading enabled, NUMA enabled, Prefetchers enabled, 512GB (64x 8GB DDR3-1066) memory, VMware* ESX 4.0 Update 1 patch X, 2x Intel® 10 Gb CX4 Dual-Port Server Adapter, FC SAN 2x QLogic QLA2462, 16x 32GB SSD disk storage system. Source: Intel internal testing as of February 2010 referenced as measured score of 37.5 @ 25 tiles.

OLTP Warehouse
2S Intel® Xeon® processor X5680 based platform details
New Configuration and Score on Benchmark:- Supermicro* pre-production system with two Intel® Xeon® processor X5680 (3.33 GHz, 12MB L3, 6.4 GT/s, Hex-core, 130W TDP), Turbo Enabled, HT Enabled, NUMA Enabled, 144 GB (18x 8GB DDR3-1333 DR registered ECC clocks down to 800 as it is a full system configuration), Oracle* Database 11g Enterprise Edition. Storage subsystem 265 Intel 32GB SSDs + 14 x 36GB Fiber channel logs, Red Hat* EL5.3 kernel 2.618-128.el5.  Source: Intel internal testing TR#1084 as of Feb 2010 referenced as measured 901,000 tpmC.

2S Intel® Xeon® processor X7560 based platform details
Intel® 7500 Chipset-based reference server platform with two Intel® Xeon® Processor X7560 (8-Core, 2.26 GHz, 24MB L3 cache, 6.4GT/s QPI), EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, Prefetchers Disabled, Early Data Return enabled, 256GB (32x 8GB QR DDR3-1066) memory scaled to 512GB, Oracle* Database 11g Enterprise Edition, 8x LSI* 3801 / 1x Qlogic* qle2462 HBAs with 525x X-25 SSD (JBOD) + 144 x 36GB FC 15K RPM disk storage system, Red Hat* Enterprise Linux 5.4 w/ 5.5 kernel. Source: Intel internal testing TR#1084 as of January 2010 referenced as measured score of 1,950,000 tpmC (4-socket) and estimate of 1,089,000 tpmC (2-socket).
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Growing Need for 8-socket and Larger 
Servers

• Medium to Large Database
• Database consolidation
• Large monolithic databases

• Large In-Memory Applications
• Business analytics (BI), point-of-

purchase, real-time authorizations

• Virtualization of larger workloads
• ERP, CRM, LOB applications

• Higher levels of server 
consolidation

• Increasing VM density levels

• End-to-End Solutions-In-A-Box
• Emerging model

Workload Categories

Xeon 7500: Capable of handling the biggest workloads

Presenter
Presentation Notes
Medium to Large Database
Database consolidation
Large monolithic databases
Not easily partitioned across multiple servers, requires scale in CPU, memory, I/O

Large In-Memory Applications
Business analytics (BI), point-of-purchase, real-time authorizations
Business analysis against very large data sets for real-time decisions requires memory scalability

Virtualization of larger workloads
ERP, CRM, LOB applications
Virtualization benefits for applications requiring SLA commitments

Higher levels of server consolidation
Increasing VM density levels
Small-server virtualization models are too expensive to keep up with growing demands

End-to-End Solutions-In-A-Box
Emerging model
Management and maintenance of individual components is expensive and complex
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• Transforming the Big-
Server Market

• Xeon® 7500 Processor

• Scalable Performance

• Flexible Virtualization

• Advanced Reliability

• High Performance 
Computing

• Best Enterprise 
Solutions

• Processor Selection
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Xeon® 7500: Meeting the Highest 
Virtualization Needs 

Infrastructure 
Consolidation 
(of multi-tier 
Applications)

Large Scale, 
Mission 
Critical 

Virtualization
(>8GB)

Headroom 
for Peak 

& 
Unpredictable

Demand

Live Migration
of Big 

Workloads

Xeon® 7500
• 8C/16 threads per 

socket
• 2-256 socket scaling
• 256GB memory per skt
• 2X I/O capacity
• Mission Critical RAS

Intel® VT Flex Migration

Processor Chipset Network

Intel® VT For 
Directed I/O

Intel® VT-x Intel® VT For 
Connectivity

Intel Platform Virtualization Technologies

Optimized for the most demanding virtualization workloads

Presenter
Presentation Notes
Xeon 7500 has the same Virtualization technologies, but coupled with a more capable processor and aimed at the most demanding virtualization workloads

System reliability/availability is growing in importance as virtualization density (VMs/server) grows and as more Mission Critical workloads are virtualized. 
“The need for HA will increase on virtualized x86 servers as VM densities increase, and as the business risk of downtime for applications becomes more visible”. Source: IDC’s Top 10 System Infrastructure Software Predictions (Jan 18, 10)



More…..
There is no single silver bullet that can reduce the virtualization overheads, so enhancements are required across the platform to virtualization overheads.  Having a holistic and a platform centric approach for hardware assists tuned for virtualization is fundamental to delivering the performance, scalability and flexibility required for today’s ever-changing datacenter usage models.

Intel VT hardware assists delivers platform wide portfolio of capabilities to enhance virtualization, and the Intel Xeon® 5500 platform is the first volume server platform with end-to-end HW-assisted virtualization – CPU, chipset, and LAN controllers.

Equally important is that EVERYTHING that Intel provides as a hardware assist to virtualization requires VMM support.  To this end, we collaborate closely with VMM Software vendors to deliver Virtualization Solutions that deliver our innovations.   We are not only delivering the HW, but we’re also making it real. 

Integrated memory controller and support for up to 64DIMM slots of DDR3 memory (maximum capacity of 512GB using 16GB DIMMs), which allow users to increase VM density and reduce latency
Intel's virtualization technology (VT)
Intel VT for Directed I/O (VT-d), which assists VMMs with integrated directional I/O capabilities
Intel VT for Connectivity (VT-c), which provides hardware assistance to network devices during activities such as live migrations
Support for live migration of workloads from one physical server to another via Intel VT FlexMigration, including compatibility from previous Xeon platforms to current generation of Xeon-based architectures
8 core NHM uarch and Hyper-threading (HT) technology supports up to 64 concurrent software threads in a single, 2-socket platform for more efficient use of multicore on-chip resources
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Flexible Virtualization
Through Leadership Processor, Chipset, and I/0 Enhancements

Live Migration
Enhanced I/O, Compatible Architecture

Consolidation
More Resources, Hardware Assist

CapEx and OpEx Reduction
Improved Utilization

Fluid Movement of VMs 
Over Network 

Xeon 7400 Xeon 7500

Presenter
Presentation Notes
Slide Purpose: Last area of innovation is in the area of virtualization. Innovations in Intel® Virtualization technology (hardware assist) span all aspects of your server .. 

New Servers = Flexible Virtualization through leadership processor, chipset, and I/0 enhancements

So how does this help our customers?  Investment Protection, Versatility and Flexibility

The leadership features in the Nehalem-EX platforms are designed for flexibility and versatility, and the two main vectors for where Xeon® 7500 series shines in virtualized environments:

Consolidation:  Huge improvements in overall compute capacity and I/O throughput means more consolidation to reduce datacenter operational costs (refer back to the server refresh foils)

Live Migration:  PCIe gen 2 and 10GbE means a freer flow of larger applications moving across the network in virtualized environments.  With Intel FlexMigration, the Xeon® 7500 adds to existing VM pools seamlessly.
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Virtualization Refresh with Intel Xeon 7500
When simplification and cost reduction is your goal

*See foil notes separate detailed calculation foil  in backup for more information

2010: 2 servers 2005: 40 servers

Single Core 

20:1

New Xeon 7500 series

~$70k HW 
Investment

As low as  

8 Month
Estimated Payback

Business 
BENEFITS

Over 4 years 

Lower Operating Costs 

$165K
Power / Cooling SAVINGS

Lower Software Costs

$500K
SW Licensing SAVINGS

Floor Space

95%
REDUCTION

Annual
Energy Costs

92%
REDUCTION

IT 
BENEFITS 

Presenter
Presentation Notes
If we look at the performance of new Intel Xeon 7500 based servers vs. single-core servers 5 years ago, there’s about a 20x gain in performance if we use specintrate-base, which is integer performance and is a good proxy for general purpose computing.  We’ve also found that this workload is a good proxy for virtualization performance as measured by VMmark or vConsolidate, which are industry standard benchmarks for measuring performance within a virtualized environment but are benchmarks that are so new that they weren’t ever measured on older servers like Spec benchmarks were.  So that’s why we’re using Specintrate-base as a proxy.  
So we can make the assumption that IT could achieve 20x the amount of work on newer servers than what is achievable on servers back in 2005.  Today … that same performance that was done on 4 racks and 40 servers can be achieved with just 2 servers, saving 95% less space and with 92% less in annual energy costs.  Over 4 years, we’re estimating that this new environment would result in ~$165k in lower operating costs (utility) and over $500k in lower software costs – because when you move from 40 servers to 2 you free up the estimated $2.3k in yearly maintenance and support costs that you pay VMWare per 4S servers multiplied by 38 servers, and you also remove $1k in Windows Enterprise Edition SW licensing for maintenance costs each year.  That translated into about $125k per year and over 4 years that’s $500k in savings.  In addition to the large cost savings over 4 years, the estimated payback for this $70k investment, is estimated at 8 months.  You can see the math for this in the back up slides later at your convenience.  
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• Transforming the Big-
Server Market
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• Scalable Performance

• Flexible Virtualization

• Advanced Reliability

• High Performance 
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• Best Enterprise 
Solutions
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Silicon

Software

Advanced Reliability Starts With 
Silicon Requires An Ecosystem

Nehalem-EX Solutions Span Silicon, OS, System

System

Mission Critical OS

OEM Innovation

Presenter
Presentation Notes
Key Point/Purpose of this slide:   While Intel will focus mostly on silicon RAS capabilities, it is important to acknowledge up front that we realize that the delivery of reliable servers requires tight integration of capabilities at all levels.

 Silicon RAS capabilities are the baseline and we will talk about those in a minute.

 Many of the silicon capabilities work in conjunction with the OS or VMM to deliver availability or manageability to the end user.  Intel maintains a Software Solutions Group with hundreds of dedicated engineers who’s job is to work at a highly detailed level with key software vendors to ensure a highly functional and seamless solution.

  Likewise, OEMs build on silicon and OS capabilities to add high-level features and platform differentiation of their own (like system resiliency or serviceability), and Intel remains tightly coordinated with them through this process

http://www.cisco.com/en/US/hmpgs/index.html�
http://images.google.com/imgres?imgurl=http://www.techdigest.tv/dell-logo.jpg&imgrefurl=http://www.techdigest.tv/computers/2.html&usg=__P66YSwL-mv_S0xG9T2xEqwyY3aQ=&h=602&w=591&sz=133&hl=en&start=11&um=1&itbs=1&tbnid=66Mk2f5dTd19-M:&tbnh=135&tbnw=133&prev=/images?q=dell+logo+download&um=1&hl=en&sa=N&tbs=isch:1�
http://www.oracle.com/index.html�
http://www.sgi.com/�
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Advanced RAS Delivers Value For IT

Minimizes 
Planned 

Downtime

Protects 
Your Data

Reduces circuit-level errors

Detects data errors across the system

Limits the impact of errors

• Parity Checking And ECC
• Memory Thermal Throttling
• Memory Demand & Patrol Scrubbing
• Corrupt Data Containment Mode
• Viral Mode
• Intel QPI Protocol Protection Via CRC (8bit 

Or 16bit Rolling)

Maintain partitions instead of systems

Proactively replace failing components

Increases 
Availability

Heals failing data connections

Supports redundancy and  failover for key 
system components

Recovers from uncorrected data errors

Helps predict failures before they happen

• MCA Recovery With OS Support
• Intel® SMI Lane Failover
• Intel® SMI Clock Fail Over
• Intel® SMI  & QPI  Packet Retry
• QPI Clock Fail Over
• QPI Self-healing
• SDDC Plus Random Bit Error  Recovery
• Memory Mirroring
• Memory DIMM And Rank Sparing
• Dynamic CPU And Memory Migration

• Electronically Isolated (Static) 
Partitioning

• MCA Error Logging (CMCI) With OS 
Predictive Failure Analysis

• Memory Board Hot Add/Remove
• OS Memory On-lining*
• CPU Board Hot Add At QPI
• OS CPU On-lining

Support for Highly Available System Deployments

Presenter
Presentation Notes
Key Point/Purpose of this slide:   The bottom line of advanced RAS is the benefit it delivers to the end user IT shop.  Use this slide to talk about those benefits and the features that enable them.  The presenter can spend a lot or a little time on this slide depending on audience interest.

Protecting data integrity is the most important of all benefits.  It does no good (in fact, it does harm) to keep the system up and running if the data is being corrupted.  Protecting data integrity involves the prevention of data errors first, then the detection of data errors that might occur, and finally the containment of any corrupt data to keep if from poisoning other data in the system.  NHM-EX has advanced circuitry to address some of the leading causes of data errors, like thermal monitoring and controls to keep temperatures from getting too high.  It has parity and error correcting code (ECC) to detect and correct errors, as well as new technology to flag bad data locations so that the bad data is not used by applications.

Increasing Availability:  When data errors or failing components are detected, NHM-EX has built-in fail-over and automatic reconfiguration capabilities that allow the system to continue working.  Some of these work at the silicon level, below the OS, like memory lane failover or QPI self healing, and others work with the OS or VMM like Machine Check Architecture recovery which we will go over in a minute.

Minimizing Planned Downtime:  With high-end systems, any type of downtime, including planned downtime, represents costs to the business and needs to be kept to a minimum.  In NHM-EX there are partitioning capabilities that support the division of larger systems into smaller partitions that can be brought down separately for maintenance to limit the impact on users.  Also, NHM-EX works with the OS and system software to identify failing components in advance of their actual failure, which then allow those components to be replaced during planned maintenance cycles and allows IT to extend the time between these cycles.
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HW Un-correctable Errors

Machine Check Architecture Recovery
First Machine Check Recovery in Xeon®-based Systems
Previously seen only in RISC, mainframe, and Itanium-based systems

*Errors detected using Patrol Scrub or Explicit Write-back from cache

Allows Recovery From Otherwise Fatal System Errors

Normal Status
With Error 
Prevention

System 
Recovery 
with OS

Error 
Corrected

Error 
Detected*

Error 
Contained

HW Correctable ErrorsUn-correctable Errors

System works in 
conjunction with OS or 

VMM to recover or 
restart processes and 

continue normal 
operation

Bad memory location 
flagged so data will not 

be used by OS or 
applications

Error information 
passed to OS / 

VMM

MCA Recovery

Presenter
Presentation Notes
Key Point/Purpose of this slide:   Explain MCA-recovery to show an example of where the silicon and OS work together to keep the system up and running.

Machine Check Architecture recovery is a mechanism where the silicon works with the operating system to allow a server to recover from uncorrectable memory errors which would have otherwise caused a system crash in prior generations.  This capability has been available on RISC, Mainframe, and Itanium systems for some time, but this is the first time it has been implemented in a Xeon-based system.

In this first implementation, MCA-r allows the OS to recover when uncorrectable errors are discovered in memory during either an explicit write-back operation from cache, or by a patrol scrub which examines every server memory location daily.  Uncorrectable errors are typically multi-bit errors that cannot be corrected by error correcting code (ECC).  It should be noted that the occurrence of these errors is rare.

When an uncorrectable error is detected, the silicon interrupts the OS and passes it the address of the memory error.  The OS then determines whether this memory location is vital to the continued operation of the system.  If not, the OS marks the defective memory location so it will not be used again, resets the error condition, and the system keep running.  In cases where the memory location is being used for a critical kernel operation or application, the system or application will not be able to continue and will be shut down by the OS as before.

Note:  while MCA-r is a big step forward in XEON RAS capabilities, this generation does not yet equal the full recovery capabilities of Itanium or some RISC systems.  For most customers, the addition of this capability as implemented will be significant, even though it is a first step.  This presentation does not go into the detailed differences in implementations, but the presenter should acknowledge that there are differences if asked and offer a follow up discussion to go into more detail.




47
* Other names and brands may be claimed as the property of others. Copyright © 2010, Intel Corporation.

OEMs with Scalable, Mission 
Critical Xeon® Server Designs

Software Community, OEMs Align around 
Large Mission Critical Solutions (8 sockets)

2010

2007

Delivering an Integrated Solution For Highly Available Deployments

OS and VMM Vendors 
Integrating Support for 
Advanced RAS Features

Presenter
Presentation Notes
OS and ISVs have not yet generally publically disclosed feature support for Xeon 7500, so no specific OSVs support statements are available prior to release. However, we do have broad OS support for the key RAS features requiring OS support:
 
Machine Check Architecture (MCA) recovery
Dynamic/OS Memory On-lining (capacity change)
Dynamic OS Assisted  Processor Socket Migration
Partitioning via virtualization
OS CPU on-lining (capacity change)
Physical Memory Board Hot Add
Dynamic/OS IOH On-lining (capacity change)

OS support details will be available in OS releases that closest coincide with NHM-EX launch

http://www.sgi.com/�
http://www.cray.com/�
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Transformative Designs

Super Node Scalability for HPC

Compared to previous generation Intel® Xeon® 7400 processor series
8X memory bandwidth per Intel internal memory BW measurement 3.2.10

4 Sockets
1U

Xeon 7500: Super Node
• Scalable up to 256 sockets
• 8X the memory bandwidth*
• 4X the memory capacity*
• Up to: 50% more cache

and 33% more cores*

256 Sockets
16TB Memory

Wide Spectrum of Available Designs

Ideal for memory capacity bound or 
core or cache sensitive scale-up workloads 

http://www.sgi.com/products/servers/images/altixuv_closed_lg.jpg�
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Manufacturing—EDA
“Tape out” – future 
processors

Life Science
Geonome assembly, 
Sequence alignment
Systems biologu
(Large Graph algorithms)

FSI
Portfolio Analysis

Xeon® 7500
Super Nodes to Solve HPC’s Largest Data Intensive Problems

Target HPC Applications for Xeon® 7500

Manufacturing CAE
CFD Pre-processing
Structural Analysis

Weather
Numerical weather 
prediction

Energy
Reservoir Simulation
Seismic (3D Tomography)

Memory capacity 
bound

Complexity  
Reduction

(Larger jobs/fewer nodes) 

Core or cache 
sensitive scale-up 

workloads

DCC
Complex simulation of cloth, 
fire, smoke, water

http://www.apple.com/science/software/lifescience.html�
http://www.forecastsforfilms.com/HurricaneFromSpace2-BPSPP-Ed.jpg�
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Source: Intel Internal measurements Dec 2009. See backup for additional details

Xeon 7500 delivers up to 2.4x average / 2.7x max HPC app performance**

** vs. X5680 

Intel® Xeon® 7500 Performance Summary
4S HPC Benchmarks Comparison to Xeon 5600 Series 

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests.  Any 
difference in system hardware or software design or configuration may affect actual performance.  Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing.  For more information on performance tests and on the performance of Intel products, Go to:  
http://www.intel.com/performance/resources/benchmark_limitations.htm.  Copyright © 2010, Intel Corporation. * Other names and brands may be claimed as the property of others. 

HPC Benchmark Suite
Relative Geometric Mean Scores by segment.
Higher is better.

Xeon® 5600 6C, 
3.33GHz

Maximum performance 
observed in suite**

Presenter
Presentation Notes
The range of benchmarks tested on 40 workloads are summarized into their appropriate market segments.  Those workloads that take advantage of cores/threads or larger memory footprints tended to scale better compared to the 2-socket Intel Xeon X5680 (Xeon(R) 5600) server.  Evaluate EX-based servers for HPC workloads based on overall app performance / TCO – not all workloads scale well. 

Geometric mean of all benchmarks within segment suite – 40 in total
Core-sensitive apps perform well, as well as bandwidth sensitive apps
Up to ~2.4x faster on average, 2.7x maximum observed
Top-bin 2-socket, 4-core Intel Xeon X5680 vs. 4-socket, 8-core Nehalem-EX 2.26GHz
Some apps may do better on Intel Xeon X7542 (6C, 2.66GHz)





http://www.intel.com/performance/resources/benchmark_limitations.htm�
http://www.forecastsforfilms.com/HurricaneFromSpace2-BPSPP-Ed.jpg�
http://www.apple.com/science/software/lifescience.html�
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OEM System Innovation—4 sockets

1 Source: Industry data on Intel® Xeon® Processor 7400 Series based designs shipping today and  Intel 
data on Xeon 7500 designs expected to ship beginning today and in the future.  Not all OEM system 
designs shown. *Other names and brands may be claimed as the property of others

4-Socket Racks

More than 2X the number of designs vs prior generation 
(including other system sizes and configurations)

http://www.google.com/imgres?imgurl=http://blog.tmcnet.com/blog/tom-keating/images/cisco-logo.gif&imgrefurl=http://blog.tmcnet.com/blog/tom-keating/voip/cisco/&h=290&w=399&sz=19&tbnid=p9hdln0Fbb7r9M:&tbnh=90&tbnw=124&prev=/images?q=cisco+logo&hl=en&usg=__7pSzpC2jMgkTrGbmc_q0Cq3BFss=&ei=_aOWS___DZPIsQPqgL3CAQ&sa=X&oi=image_result&resnum=1&ct=image&ved=0CAYQ9QEwAA�
http://www.fujitsu.com/us/�
http://www-03.ibm.com/systems/x/solutions/os/windows/hpccluster.html�
http://www.sgi.com/�
http://www.bull.com/�
http://www.supermicro.com/�
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Intel® Xeon® 7500--OEM System Innovation

1 Source: Industry data on Intel® Xeon® Processor 7400 Series based designs shipping today and  Intel 
data on Xeon 7500 designs expected to ship beginning today and in the future.  Not all OEM system 
designs shown. *Other names and brands may be claimed as the property of others

RACKS

First Ever! 75% Increase1 5X1

2-socket
Expandable

4-Socket
Blades

8-sockets
or Greater

BLADES

Greater Choice Way Beyond 4-socket Racks

Presenter
Presentation Notes
Beginning today, our OEM partners are announcing systems either available now or coming in the future.  They are innovating on top of the  Modular Scaling capability of the Xeon 7500 to deliver very unique platforms to the market.  We have tremendous momentum here with more than twice as many designs than we did with our previous generation across a wide range of options.  There will be tremendous volume of unique 4-socket Rack platforms coming to market, but there are three categories that are particularly innovative and interesting.

The 2S Expandable category is brand new.  Most of these systems can modularly scale starting with 2S and 32 DIMMs up to 4S with 64DIMMs in a Rack form-factor (Dell and IBM), or even up to 8S in the blade form-factor (Hitachi).

You will see a big increase in the number of 4S Blades hit the market.  As energy efficiency and space are premiums in the data center, 7 OEMs are introducing unique blade designs.  That’s almost double the amount of blades with previous generation.  (4 designs today, 7 designs based on Xeon 7500).  These are either monolithic blades with up to 32 DIMMs in one blade slot (Dell, Fujitsu, Cisco), or blades that scale in a 2+2 fashion up to 4S with 64 DIMMs (HP, IBM, Unisys), or even 8S (Hitachi).

And the highly scalable 8-socket or greater platforms are where we see the most momentum.  We have 12 Different OEMs announcing plans for 8-socket or greater platforms.  Some vendors will even have multiple designs come to market over time.  And there twice as many vendors investing in their own silicon called Node Controllers that either provide additional scaling, memory or  RAS features.  The Xeon 7500 processor has truly become a Catalyst for momentum with these high-end systems targeted at Mission Critical computing for the Enterprise or Super Node computing for Big Science and Financial Services.
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Intel Xeon 7500 SW Vendor Partners
Sample List

Over 100 Optimized Software Products Around the World!

Presenter
Presentation Notes
Digital China
LSTC
Landmark
McKesson
SAS

http://www.roxar.com/�
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“With XenApp on the Intel Xeon Processor 7500 Series, we see no barrier 
whatsoever to running a thousand users per server.  We can replace a 
rack or more of servers with a single server…”

Simon Crosby, CTO, 
Data Center and Cloud

“The leadership performance of DB2 on new Intel® Xeon® processor 
7500 series based systems is the direct result of the deep collaboration 
between IBM and Intel, delivering more value …”

Berni Schiefer, Distinguished Engineer,
Information Management Performance

and Benchmarks

“The combination of Microsoft’s Windows Server 2008 R2,  SQL Server 
2008 R2, and Intel’s Xeon 7500 delivers  performance and reliability that 
was previously only possible on high-priced, power hungry RISC servers 
and mainframes.  Now with the ability to scale up to 256 logical 
processors…” 

Bill Laing, Corporate VP,
Windows Server & Cloud Division

“SUSE Linux Enterprise 11 is highly tuned for scalable performance on 
the Intel Xeon processor 7500 series. With support for up to 2,048 
cores…and a range of reliability features to recover smoothly, we expect 
to see fast adoption as an alternative to expensive proprietary platforms.”

Carlos Montero-Luque, VP, 
Business and Product  Management, 

Open Platform Solutions (Linux)

Catalyst for Mission Critical Ecosystem
Software Vendors Delivering High-end Solution Support for Intel® Xeon® 7500

“We've worked very hard to make the Oracle database run extremely 
efficiently on the Intel platform.  With the new Xeon processors, we expect 
customers to be able to run bigger databases, with much better response 
times, while paying a lot less.”

Juan Loaiza, Senior Vice President, 
Systems Technology

Paul Cormier, Exec VP & President, 
Products and Technologies

“Red Hat Enterprise Linux has a well-deserved reputation for reliability, 
availability, serviceability, scalability and performance and is designed to 
take advantage of these new capabilities.  We believe the  combination of 
Red Hat and Intel are a game-changer for Mission-Critical computing.”

“The new levels of reliability and performance delivered by the Intel 
Xeon processor 7500 series are impressive.  We expect customers to 
benefit  when used together with innovative SAP enterprise solutions.”

Vishal Sikka, Member of The 
Executive Board of SAP AG

“The combination of this new processor family and VMware vSphere™ 
reduces operational costs and brings higher levels of security and availability 
to large, business-critical applications running in virtualized environments” 

Stephen Herrod, CTO and Senior VP, 
Research and Development
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Enthusiastic Early End-User Response
Support for Intel® Xeon® 7500

Other brands and names are the property of their respective owners.

“We want to focus on the science we need to solve for our National Security 
Mission and not the computer science. Nehalem EX represents a new SMP 
on a chip super-node that can help us improve our predictive science and 
simulation capabilities without having to invest in a vast rewrite of our 
applications.” 

Mark Seager
Assistant Department Head For Advanced Technologies 

Lawrence Livermore National Laboratory

“I had a chance to use a 4 socket, 32 core, Intel® Xeon® 7500 processor 
series. The large amount of memory available allowed me to do a simulation of 
a turbulent flow with over 1 billion grid points, something that I could only do 
five years ago using a supercomputer. Even for larger simulations, the large 
memory in this platform will enable me to do interactive analysis of large 
datasets, that will significantly speed up the exploration process necessary in 
scientific research.”

Pablo Mininni
Climate Scientist

National Center for Atmospheric Research

“The large shared memory capability of the Intel® Xeon® processor 7500 
series fulfills an essential requirement for high performance applications in the 
fields of chemistry and solid and fluid mechanics,” said TeraGrid Forum 
chairman John Towns, whose persistent infrastructure team at NCSA will 
deploy and support Ember. “We selected the SGI Altix® UV systems based 
on Intel architecture because Ember requires the large shared memory nodes 
to reliably handle these critical workloads.”

John Towns
TeraGrid Forum Chairman 

National Center for Supercomputing Applications

“We are planning to certify the DL580 G7 with the Intel® Xeon® processor 
7500 series as our top tier server virtualization platform. Today 38% of our 
servers are virtualized on a platform that we’ve architected with HP Proliant
dual socket 460c blades, supporting one or two virtual CPUs.  In order to 
achieve our IT business plan goal of 78% server virtualization by the end of 
2011, we will need the processing power of a quad socket system that can 
support servers requiring four or eight virtual CPUs. This will allow us to hold 
our power consumption flat and gain additional years of usable life from our 
data center, even as we continue to support server growth of 15% per 
annum.”

Bruce Philipoom
Vice President, Information Technology

Raymond James & Associates

“The Intel® Xeon® processor 7500 series servers developed by 
our partners at SuperMicro can deliver 20x more performance per 
server over the previous generation of processors,” said Sam Fleitman, 
SoftLayer Chief Operations Officer. “This enables higher server 
consolidation and greater operational efficiency, perfect for our customers 
with rapidly scaling applications such as web application and social 
media services. The Intel Xeon processor 7500 series helps them scale 
fast and scale smart, accommodating growing demand while maintaining 
a streamlined infrastructure.”

Sam Fleitman
Chief Operations Office

SoftLayer

“The Intel® Xeon® processor 5500 series helped iStreamPlanet stream the 
2010 Vancouver Winter Olympics from the Switch Communications Cloud IA 
in high definition 720p smashing all previous streaming records. Our new 
infrastructure will be based off of Intel’s new Intel® Xeon® processor 7500 
series servers which will almost double the bit rates we achieved previously, 
enabling an even richer user experience including streaming 3D sports.”

Mio Babic
Chief Executive Officer

iStreamPlanet

“The raw economics of the Intel® Xeon® processor 7500 the cost-to-
performance ratio–are compelling. It will help us increase performance and 
density, and expand our new cloud service, and reduce energy consumption. 
With every new Intel®-based server we buy, we are running a greener data 
center.” 

Todd Mitchell
General Manager, Dedicated Hosting and Global Services

The Planet

Presenter
Presentation Notes
DETAILED SPEAKER NOTES

Lawrence Livermore National Laboratory is a national security laboratory that develops science and engineering technology and provides innovative solutions to our nation's most important challenges. 

The National Center for Atmospheric Research (NCAR) conducts collaborative research in atmospheric and Earth system science, encompassing meteorology, climate science, atmospheric chemistry, solar-terrestrial interactions, environmental and societal impacts, and more.

The National Center for Supercomputing Applications (NCSA), provides powerful computers and expert support that help thousands of scientists and engineers across the country improve our world.

The Planet is a leading IT hosting service provider that supports more than 18.5 million Web sites produced by 20,000 global businesses. 

Raymond James is a diversified financial services holding company with subsidiaries engaged primarily in investment and financial planning, in addition to investment banking and asset management

SoftLayer provides global, on-demand data center and hosting services from facilities across the U.S. We leverage best-in-class connectivity and technology to innovate industry-leading, fully automated solutions that empower enterprises with complete access, control, security, and scalability.  

iStreamPlanet develops and provides digital media strategy, managed webcasting services, and Rich Internet Applications. The world’s top business leaders (American Express, AT&T, Caterpillar, Microsoft), trendiest music festivals (Bonnaroo, Coachella, SXSW), most popular sporting events (Masters Golf Tournament, Phoenix Suns, World Series of Poker), and major broadcasters (CBS Television, Cablevision, Fox International) rely on iStreamPlanet’s digital media solutions.
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Benefits of 4-Socket for ERP
Intel IT

* IT@Intel 2010 white paper: Click here for document
* Compared with two-socket servers based on Intel Xeon processor 5600 series

“Four-socket servers based on Intel Xeon 
processors provide the performance, 
memory capacity, I/O expandability, and 
proven technology required to run our 
larger production ERP instances.”

- Sudip Chahal and Karl Mailman, Intel IT, Intel Corporation

Greater performance 
headroom to support 
workload growth, 
demand spikes, and 
failover situations

Key characteristics of 4-socket servers based on 
Intel® Xeon® 7500 series that will be an 
important consideration in our future ERP 
platform selection*: 

Larger memory capacity 
to support large ERP 
workloads and failover

I/O expandability

Reliability, availability, and serviceability (RAS) features 
to support mission-critical workloads

Available 
3/30

Presenter
Presentation Notes
Intel IT and Intel’s Digital Enterprise Group (DEG), End User Platform Integration (EPI), conducted proof of concept (PoC) testing and total cost of ownership (TCO) analysis to compare two- and four-socket servers based on Intel® Xeon® processors for a variety of virtualization scenarios. Scenarios included performance service-level agreements (SLAs), commodity consolidation in which memory is the limiting factor, and data centers with power and cooling constraints or limited LAN and storage area network (SAN) ports. Our test results indicate that four-socket servers based on Intel Xeon processor 7400 series can offer significant advantages and lower TCO in multiple virtualization deployment scenarios.
To conduct the PoC, we tested four different servers using the vConsolidate virtualization benchmark suite. Results show that a four-socket server based on Intel Xeon processor X7460 with Intel® 45nm Hi-K process technology and 6 cores delivered 2.16x the throughput of a two-socket server based on Quad-Core Intel Xeon processor X5460, with lower utilization. 
Based on our test results, we compared TCO for each server in a variety of data center virtualization scenarios. 
Performance-centric SLA-focused. In scenarios focused on performance SLAs, a server based on Intel Xeon processor X7460 could support 26 percent more virtual machines (VMs) for the same TCO than a four-socket server based on Quad-Core Intel Xeon processor X7350.
Memory capacity-focused. In scenarios focused on maximizing consolidation ratios, a server based on Intel Xeon processor X7460 could support 72 percent more VMs for the same TCO than a server based on Quad-Core Intel Xeon processor X5460. 
Data center-constrained. In scenarios focused on memory capacity, the four-socket server based on Intel Xeon processor X7460 could deliver more VMs per watt in data centers facing power and cooling constraints.
Scalability-focused. Resource pools using servers based on Intel Xeon processor X7460 could contain about 2.16x as many VMs in performance-centric SLA scenarios and 4x as many VMs in memory capacity-focused scenarios as servers based on Intel Xeon processor 5460; servers based on Intel Xeon processor X7460 would also scale much more consistently when unexpected workload spikes occur.
Our PoC indicates that servers based on Intel Xeon processor 7400 series can offer significant advantages and lower TCO in these and other virtualization deployment scenarios. 
Four-socket servers based on Intel Xeon processor 7400 series can offer significant advantages and lower TCO in multiple virtualization deployment scenarios.• • • • 




60
* Other names and brands may be claimed as the property of others. Copyright © 2010, Intel Corporation.

Oracle Database with Intel Xeon® 7500
When simplification & cost reduction for your DB environment is your goal

Source: Intel estimates as of February 2010. Performance comparison using internal workload. Results have been estimated based on internal Intel analysis and are provided for informational 
purposes only. Any difference in system hardware or software 

2010: 2 servers 2005: 30 servers

Single Core 

15:1

New Xeon® 7500 series

~$70k HW 
Investment

As low as  

4 Month
Estimated Payback

Business 
BENEFITS

Over 4 years 

Lower Operating Costs 

$200K
Power / Cooling SAVINGS

Lower Software Costs

$1.28M
SW Licensing SAVINGS

Floor Space

94%
REDUCTION

Annual
Energy Costs

90%
REDUCTION

IT 
BENEFITS 

Presenter
Presentation Notes
This next one is a hypothetical example of an IT department running current Oracle Database Enterprise Edition on 30 servers purchased in 2005 (single-core Intel Xeon 3.33GHz based servers.) So, let’s assess the total cost of ownership difference in moving to new servers.  We’ll assume the IT manager is paying per processor licensing fees for Oracle Database as opposed to a large EULA or site license.  We’ll compare the old server equipment to new 8-core Xeon X7560 based servers that offer up to ~15x more database performance. This should enable consolidation ratios of 15:1 because of the 15x performance difference, enabling the IT manager to reduce from 30 servers to 2 new servers.  
First the new investment: 2 New Xeon 7500 based servers at roughly $35k each = $70k.  
Next, let’s look at the savings: The IT Manager is paying $20.9k yearly on Oracle maintenance/support costs x 30 older MP servers today, that is $627k a year, and you also remove $1k in Windows Enterprise Edition SW licensing for maintenance costs each year ($30k a year).  The 2 new Xeon 7500 servers will have larger Oracle database maintenance/support costs because of the core count ($167k x 2 servers = $334k) and will cost $2k in Windows Enterprise Edition Maintenance costs.  But this will still result in $320k SW savings each year (difference between $657k and $334k) which my calculations show about $1.28M savings over 4 years.  Moving from 30 to 2 servers also reduces about $200k in utility (power/cooling) costs over 4 years as well.  In addition to all of these costs savings over 4 years, my calculations show that the original investment of ~$70k has an estimated payback of 4 months.  
Targeted IT investments today can offer attractive payback scenarios and cost savings tomorrow - giving you similar performance but at a much lower cost. 
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• Transforming the Big-
Server Market

• Xeon® 7500 Processor

• Scalable Performance

• Flexible Virtualization

• Advanced Reliability

• High Performance 
Computing

• Best Enterprise 
Solutions

• Processor Selection
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Intel® Xeon® Processor 7500/6500 
Series Product Options

+  1066 Mhz frequency runs at an effective frequency of 978 Mhz when run at 5.86GHz SMI link speed
¥Max Scale Glueless:  Scaling capability refers to maximum supported number of CPUs in a “glueless” Boxboro-EX platform (e.g. 8 skt means this SKU can be used to populate up to 8 sockets in 
a single system)
**Max Turbo Boost frequency based on number of 133 MHz increments above base freq (+2 = 0.266 GHz, +3 = 0.400 GHz)

***E6510 may not be scaled above 2 sockets even with a customer node controller

8 and 4 socket/ Scalable

Advanced features available on higher end processors  

Usage
Processor 

Number/Freq

¥Max 
Scale

Glueless
Cores/ 
Threads Cache

QPI 
Speed

Max Mem
Speed TDP

**
Turbo HT

Advanced
X7560 (2.26GHz) 8 skt

8/16
24M 6.4 GT/s 1066 MHz 130W +3 

X7550 (2 GHz) 8 skt 18M 6.4 GT/s 1066 MHz 130W +3 

Standard
X7542 (2.66GHz) 8 skt 6/6 18M 5.86 GT/s 1066(978) MHz+ 130W +1 No
E7540 (2 GHz) 8 skt

6/12
18M 6.4 GT/s 1066 MHz 105W +2 

E7530 (1.86GHz) 4 skt 12M 5.86 GT/s 1066(978) MHz+ 105W +2 

Basic E7520 (1.86GHz) 4 skt 4/8 18M 4.8 GT/s 800 MHz 95W No Turbo 

Low Voltage
L7555 (1.86 GHz) 8 skt 8/16 24M 5.86 GT/s 1066(978) MHz+ 95W +5 

L7545 (1.86 GHz) 8 skt 6/12 18M 5.86 GT/s 1066(978) MHz+ 95W +5 

Usage
Processor 

Number/Freq

¥Max 
Scale

Glueless
Cores/ 
Threads Cache

QPI 
Speed

Max Mem
Speed TDP

**
Turbo HT

Advanced X6550 (2 GHz) 2 skt 8/16 18M 6.4 GT/s 1066 MHz 130W +3 

Standard E6540 (2 GHz) 2 skt 6/12 18M 5.86 GT/s 1066(978) MHz+ 105W +2 

Basic E6510 (1.73 GHz)
2 skt only

2 skt*** 4/8 12M 4.8 GT/s 800 MHz 105W No Turbo 

2 socket/ Scalable
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X7460
2.66 /16M 

E7450
2.40/12M 

E7430
2.13/12M

E7420
2.13 /8M 

E7310
1.60/4M

130W

90W

80W

80W

L7455
2.13/12M 

E7220
2.93/8M 80W

E7440
2.40/16M

L7445
2.53/12M 

L7345
2.53/8M

65W

X7560
2.26/24M

X7550
2/18M  

E7530
1.86/12M 

E7520
1.86/18M 

E7540
2/18M 

L7555
1.86/24M  

L7545
1.86/18M 

130W

130W

95W

95W

105W

105W

95W

50W

50W

Xeon® 7400 (4 cores)
Xeon® 7300 (Tigerton, 2 & 4 cores)

Xeon® 7400 (6 cores)

X6550
2 /18M  

E6510
1.73/12M 105W

130W

4S Rack Low Power 8S/4S Rack Low Power 2S

Xeon® 7500/6500 (6 cores)
Xeon® 7500 (4 cores)

Xeon® 7500/6500 (8 cores)

90W

90W

Product Transition- Xeon 7400 to Xeon 7500

Advanced
8 cores/Scalable
Largest Cache
Advanced Reliability
Turbo

Standard

Basic

X75421
2.66/18M 130W E6540

2/18M 105W

6 cores/Scalable
Higher Cache
Advanced Reliability
Turbo

4 cores/Scalable
High Cache
Advanced Reliability

Freq. Optimized

2S only, not scalable
1 SKU for HPC & legacy frequency-sensitive applications
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Which Xeon 7500 SKU to Use?

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests.  Any 
difference in system hardware or software design or configuration may affect actual performance.  Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing.  For more information on performance tests and on the performance of Intel products,

Xeon® 7400 (6 cores)
Xeon® 7400 (4 cores)

Outstanding Performance/Price results across the Xeon® 7500 stack!

Performance 
Improvement

Performance per CPU 
Price Improvement

If customer 
currently uses

Intel
Recommends

Cores/Cache
Improvement

X7460
2.66 /16M 

130W

E7450
2.40/12M 

90W

E7440
2.40/16M 

90W

E7430
2.13/12M 

90W

E7420
2.13/8M 

90W

E7310
1.6/4M 

80W

1.33x/1.5x 

2x/1.5x 

1.33x/1.12x

1.33x/1x 

1.33x/1.5x 

1x/4.5x 

3.3x

3.34x

2.89x

2.86x

3.16x

3.12x

X7560
2.26 /24M 

130W

X7550
2/18M 

130W

E7540
2/18M 

105W

E7530
1.86/12M 

105W

E7530
1.86/12M 

105W

E7200
1.86/18M 

95W

A
d

van
ced

S
tan

d
ard

B
asic

2.44x

2.83x

2.44x

2.86x

2.67x

3.12x

Xeon® 7500/6500 (8 cores)
Xeon® 7500/6500 (6 cores)

Xeon® 7500 (4 cores)

Intel® Xeon® 7500Intel® Xeon® 7400

Presenter
Presentation Notes
Results calculated based on geometric mean of  industry-standard enterprise benchmarks (SPECjbb*, SPECint*_rate_base2006, SPECfp*_rate_base2006, and TPC Benchmark* C)
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Advanced

Standard

Basic

Intel® Xeon® Processor 7500 
Series Performance

Source: Intel internal estimates TR#1077 using Integer Throughput workload performance as of 19 Feb 2010.  

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests. Any 
difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing. For more information on performance tests and on the performance of Intel products, visit  http://www.intel.com/performance/resources/limits.htm  
Results have been estimated based on internal Intel analysis and are provided for informational purposes only.  Any difference in system hardware or software design or configuration may affect 
actual performance. 

Performance†
Bottom to Top 
Performance

• 18M -24MB cache
• 5.8 – 6.4 GT/s QPI & SMI
• Turbo +3
• Hyper-threading
• 130W (LP=95W)
• Advanced RAS

X7550

X7560

• 12M -18MB cache
• 5.8 – 6.4 GT/s QPI & SMI
• Turbo +1/+2 (LP=+5)
• HT (except X7542)
• 105W (LP=95W; Freq 

Opt=130W)
• Advanced RAS

E7530

L7545

X7542

• 4.8 GT/s QPI & SMI
• 4M cache
• Hyper-threading
• 95W
• Advanced RAS

E7520

Relative Performance 

E7540

FeaturesUsage

X7555

Up to

2.2x

Differentiation:
Frequency

QuickPath & SMI
CPU Cache
TurboBoost

Hyper-threading

Up to

19%

Up to

43%
0.0 1.0

Freq Optimized
No HT 

Low Power Option

Low Power Option

Presenter
Presentation Notes
Here’s the performance stacks up with the different segments.  As you can see, the “performance shelves” between segments provide a tremendous boost in performance for a relatively small price adder.  

Additionally, the  top-to-bottom performance gains are significantly more than the Xeon® 7400 series -  over 120% for Xeon® 7500. 

Let’s talk about how these performance gains with high-end SKUs can actually LOWER your TCO.
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2S Intel® Xeon® 7500 Platform Advantages 
Versus 2S Intel® Xeon® 5600 Platform

1 Source: Comparison based on Intel internally measured server-side Java* workload results (TR#1098) as of 29 March 2010. See backup for additional details
Java workload run with lock step RAS feature enabled: 

• 2x Intel Xeon X5680 processor (6C/12T, 12M cache, 3.33 GHz, 6.4 Intel® QPI, codename Westmere-EP)
• 2x Intel Xeon X7560 processor (8C/16T, 24M cache, 2.26 GHz, 6.4 Intel® QPI, codename Nehalem-EX)

Advanced reliability features make 2-socket EX very attractive

Ideal choice for enterprise workloads that benefit from 
large cache, large memory and advanced reliability features

Advanced
Intel® Xeon®

X7560

Advanced
Intel® Xeon®

X5680

• 8 cores/16 
threads

• 32 DIMMS
• 2.26 Ghz; 

24MB cache
• Turbo +3
• Hyper-threading 

Technology

• 6 cores/12 
threads

• 18DIMMS
• 3.33 GHz ;

12MB cache
• Turbo +2
• Hyper-threading 

Technology

Up to 87%
Performance

Gain1

33%
More Cores

77%
More Memory

100%
More Cache

Presenter
Presentation Notes
We may not be able to position an ROI argument when positioning 2S EX versus 2S EP considering the overall price gap..but we need to talk to the customers that are bullish on spending a bit more to get more cache, more cores and more memory.

The 87% gain is for a Java workload run with lock-step enabled on both platforms. Xeon 7500 offers higher performance AND can run advanced RAS features like lock-step with less of a performance degradation vs Xeon 5600	
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Intel® Xeon® 7500 Processor Series
A Transformational Processor

Biggest performance leap in Xeon history1

20:1 consolidation of older, single-core 4S servers2

Est. 12 months ROI payback via lower operating costs2

Flexible design broadens MP category well beyond 4S

Transforming
Enterprise

Over 20 new RAS features including MCA-recovery3

Scalability from 2 to 256 sockets
As low as 1/5th the cost of RISC-based systems4

8X memory bandwidth of prior generation5

2 terabyte of shared memory capacity (with 8 sockets) 6

Super node scaling for largest data intensive problems

Transforming
Mission 
Critical

Transforming
HPC

Transforming Enterprise, Mission Critical and HPC workloads
1. Per published history of Intel Xeon product performance
2. Estimate of Xeon 7500 vs older single core 4socket servers. See 20:1 Refresh Foil for details 
3. See RAS list for new features
4. Estimate of 4S Xeon 7500 vs 4S POWER7 system public pricing. See “4S Price/Performance vs RISC” slide for details
5. 8X per Intel internal memory BW measurement 3.2.10
6.8 socket system with 128 DIMM slots populated with 16GB DDR3 DIMMs
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Backup



6969 Other names and brands may be claimed as the property of others. Copyright © 2009, Intel Corporation.

Expanding Platform Capabilities

4S >4*

6/6 OEM 
dependent

16MB
OEM 

dependent

32/
256GB

OEM 
dependent

28
(Gen1)

OEM 
dependent

Basic Basic

2 4 8 >8*

8/16 8/16 8/16
OEM 

dependent

18MB 24MB 24MB OEM 
dependent

32/
512GB

64/
1TB

128/
2TB

OEM 
dependent

72
(gen2)

72
(gen2)

144
(gen2)

OEM 
dependent

Advanced Advanced Advanced Advanced*

CPU
Sockets

Max Memory
Slots/Capacity

Max I/O
Lanes

Xeon® 7400 Xeon® 7500

* Higher scaling accomplished through use of 3rd party OEM chipsets. Platform capabilities of node controller 
systems vary by OEM

Cores/Threads
(per socket)

Cache Size
(Level 3)

RAS

2009 2010
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Expandable Platform Comparison

2
5500
5600

12/24

18

288GB

72

Baseline

2 4 8 >8*
6500
7500 7500 7500 OEM 

dependent

16/32 32/64 64/128 OEM 
dependent

32 64 128 OEM 
dependent

512GB 1TB 2TB OEM 
dependent

72 72 144 OEM 
dependent

Advanced Advanced Advanced Advanced

CPU Sockets

Max Memory
Slots

Max I/O
Lanes  (Gen 2)

Max Memory
Capacity

Expandable

* Higher scaling accomplished through use of 3rd party OEM chipsets. 
Platform capabilities of node controller systems vary by OEM

Expandable Platforms: Designed for maximum 
performance, platform resource scaling, and 

Reliability

Max Cores & 
Threads

Xeon ®

Processor Series

Efficient
Performance

RAS Features
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NEW Intel® Xeon® Processor 6500 Series
Xeon® 5500 Xeon® 5600 Xeon® 6500 Xeon® 7500

uArchitecture Nehalem Westmere Nehalem Nehalem

Platform Xeon 5500 
series

Xeon 5500
series

Xeon 7500 
series

Xeon 7500 
series

Max Sockets Supported 2 2 2^ 8^

Cores/Threads (per 
socket)

4/8 6/12 8/16 8/16

Cache (level 3) 8 12 18 24

Memory DIMM Slots* 18 18 32 128*

RAS Basic Basic Advanced Advanced

Target Usage High perf 
2S

High perf 
2S

Premium 
2S

4S & higher

^ Sockets supported with Intel platforms only. Higher socket  support available via use of 3rd party OEM  node controller
* The higher Xeon 7500 memory capacity can be used to populate for highest capacity/performance or  enable use of lower 

cost lower-density DIMMS. 128 DIMM slots supported on 8 socket systems; 4 sockets systems support 64 DIMMs. 

New Xeon® 6500 (2 Socket EX)
More processing threads, cache, memory capacity & RAS than Xeon® 5000
Ideal for highly threaded, big memory databases & virtualization workloads
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Xeon® 7500 Platform Memory

*Up to 8X vs. Xeon 7400 per Intel internal benchmark measurement
^Example: 1066MHz memory actually operates at 978Mhz

4 SMI
channels

8 DDR3
channels (4 x 2)

Up to 16 DIMMS 
slots

Xeon 7500
7500/6500

SMB

Memory Per Socket

• 8 DDR3 channels per socket
• 16 DDR3 DIMMs per socket
• Supports16GB DDR3 DIMMs (1TB with 4 sockets)

Intel® Scalable Memory Buffers enable 
higher memory capacity

• 6.4GT/s SMI link speed capable parts  support up to 1066Mhz
• 5.86GT/s SMI link speed capable parts  support up to 978Mhz^
• 4.8GT/s SMI link speed capable parts  support up to 800Mhz

Actual operational memory speed depends 
on specific processor capabilities 
(see Xeon 7500 SKU stack for max SMI link speeds by part):

Intel® Scalable Memory Interconnects 
enable matching higher bandwidth*

• 1066MHz DDR3 (800 & 1333MHz depends on OEM validation)
• Registered (RDIMM); Single-rank (SR), dual-rank (DR), 

quad-rank (QR)

Memory types supported:
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4S Price/Performance vs. RISC

Source: UltraSPARCT2+ and Power6 results published on spec.org. Intel estimates as of Feb 2010. Intel results have been estimated based on internal Intel analysis and are provided for 
informational purposes only. Any difference in system hardware or software design or configuration may affect actual performance. For detailed calculations, configurations and assumptions 
refer to the legal information slide in backup. T5440 actual cost from published pricing information, Estimated price used for 4S Xeon® system, based on existing 4S system published pricing 
information. Estimated price used for 4S P570 system. Other brands and names are the property of their respective owners.

SUN T5440 
UltraSPARCT2+*

Up to

2.14X
Performance

Less than

1/2
System Cost

SPECJbb2005* 2.08x

SPECint*-rate 2006 2.04x

SPECfp*-rate2006 2.14x

POWER 550/570 
IBM POWER6*

Up to

4.35X
Performance

Less than

1/5
System Cost

SPECJbb2005* 4.35x

SPECint*-rate 2006 3.19x

SPECfp*-rate2006 2.88x

vs Power6

Presenter
Presentation Notes
Intel results achieved with 32 Cores and 64 threads vs 32 cores and 256 threads for UltraSPARCT2+ and 8 cores and 16 threads for IBM Powre6*
Vs UltraSPARCT2+
SPECjbb2005*:
Sun SPARC Enterprise T5440 server, 4 UltraSPARC T2+ processors 1.596 GHz, 8 cores/chip, 4 chips, 8 threads/core; 256 GB DDR2-800 FBDIMM memory; Solaris 10 5/09; Sun Studio 12 Update 1; http://www.spec.org/cpu2006/results/res2009q3/cpu2006-20090717-08193.html; http://www.spec.org/cpu2006/results/res2009q3/cpu2006-20090717-08200.html

SPECint*-rate2006/SPECfp*-rate2006:
Sun SPARC Enterprise T5440 server, 4 UltraSPARC T2+ processors 1.596 GHz, 8 cores/chip, 4 chips, 8 threads/core; 64 GB DDR2-800 FBDIMM memory; 

Vs POWER6
SPECjbb2005*:
IBM Power 570 (4.7 GHz, 8 core) ,Four POWER6+ CPU, 5.0 GHz,  8 cores, 4 chips, 2 cores/chip, 2 threads/core Primary Cache: 64 KB I + 64 KB D on chip per core ,Secondary Cache: 4 MB I+D on chip per core,L3 Cache: 32 MB I+D off chip per chip,  64GB (32x2 GB) DDR2 667 MHz, SPECjbb2005 bops = 402923, SPECjbb2005 bops/JVM = 100731; http://www.spec.org/jbb2005/results/res2008q2/jbb2005-20080604-00503.html

SPECint*-rate2005*/SPECfp*-rate2006:
IBM Power 550 (5.0 GHz, 8 core, SLES) ,Four POWER6+ CPU, 5.0 GHz,  8 cores, 4 chips, 2 cores/chip, 2 threads/core Primary Cache: 64 KB I + 64 KB D on chip per core ,Secondary Cache: 4 MB I+D on chip per core,L3 Cache: 32 MB I+D off chip per chip,  128 GB (32x4 GB) DDR2 667 MHz, Disk Subsystem: 2x146 GB SAS 15K RPM, SUSE Linux Enterprise Server 11, Compiler: IBM XL C/C++ for Linux, V10.1 with Mar2009 PTF,  Auto Parallel: No for more details see: http://www.spec.org/cpu2006/results/res2009q2/cpu2006-20090427-07266.html; http://www.spec.org/cpu2006/results/res2007q2/cpu2006-20070518-01102.html



Estimated P570 pricing from http://tpc.org/results/individual_results/IBM/IBM_570_4_20070806_es.pdf  with 32GB memory
10,195 for base p570 server, plus 2 AC power supplies $3,004, plus 32x 1GB memory activation at $1,515 per GB, plus $92,000 for 4 cpu activations, plus a bunch of miscellaneous bits,   +23,000 for the physical processor cards
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Innovation on Intel®  Xeon®  7500 series
In-socket FPGA Accelerators

Preferred Platform for innovation

• In-Socket FPGA Demo on 
Intel® Xeon® 7500 series 
platform at Spring IDF 
demonstrating low latency 
application acceleration.

• FPGA Manufacturers are 
targeting third party IHV’s for 
4Q 2010 in-socket FPGA 
products on Intel® Xeon® 
7500 series

Intel® QuickAssist Technology
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The Costs of Under-Sizing Large Production ERP Instances (If 
you deployed 2S anyway…)
Hypothetical Example of Costs of Under-sizing server and Additional ERP Infrastructure Upgrades

Xeon 7500: ~30% lower 4-yr TCO

Item Est. Time 
(Elapsed)

Est. 
Effort
(person-
weeks) 

Est. Cost 
($)

New servers purchase cost 
$12K/server; 2 servers per instance
6 instances need to be updated
Assume that 2S will suffice for upgrade due to tech. 
advancements

~1-3 months ~1-2 $144K

Qualifying new server platform ~3 months 6-12 $12-25K

Refreshing server platform 
through the entire pipeline

~6+ months 12-36  $25-75K

Business group checkout and 
regression Testing

See above 36-72 $75-150K

TOTAL $260-400K $0k

$100k

$200k

$300k

$400k

$500k

Original
4S 

Servers 
(12)

2x4S (MP) 
Server 
Cluster

Original 2S 
Servers 

(12)

2x2S (DP) 
Server 
Cluster

New Qual

Original 
Deployment 

Strategy

Refresh 
pipeline

Biz Group
Checkout

& 
Test

The high logistical complexity of an upgrade makes it very desirable to 
plan for a 4+ year refresh strategy and avoid mid-life upgrades

New 2S 
Servers 

(12)

Mid-life upgrade costs for 2S Infrastructure 4y TCO Diff

$600k

$700k

$800k

1 Source: Server Acquisition Cost Estimations, based on ~$28k for MP server and $12k for DP Server based on estimated OEM pricing for EX and EP. 12 servers of each of 
the following:4S System – X7550  8core processors 2 GHz, 128GB (32x4G): $28k -> 2S System – X5670 6 core processors 2.93 GHz, 72GB (18x4G): $12k

up to $540
total

~$335 up
 to

 $
40

0

Presenter
Presentation Notes
Under-calling the platform can / may result in one or more of the following significantly adverse situations:
Requests for more downtimes – and these are like silver bullets – each “extra” unanticipated request for downtime  faces exponentially increasing scrutiny and barriers and loss in credibility 
Potential need to re-engineer the solution to accommodate more app servers or even a new platform/cluster if the scale-up database server runs out of room – this translates to 
Time-consuming additional qualification efforts that may take up to 3 months or more of elapsed time 
Resource-time intensive effort to implement the new design thru all the stages of the pipeline (dev, cons, benchmark etc.) resources that could have been doing something else 
The long lead-time with a, b require pretty proactive planning – otherwise one is looking at firedrills with serious erosion of credibility 
More h/w costs to procure augmenting/replacement hardware that is more capable 
This environment is so critical and resource intensive with various resources/team already spoken for that requests for changes to the environment due to poor platform decisions upfront are not looked upon favorably – the only workable approach is to detect this kind of a need far in advance and align the requests for new upgrades with previously scheduled downtimes and other upgrade plans. 

Emphasize the rewards of finding the workloads that are projected to require 4s and properly implementing on 4s to begin with instead of the cost of having to switch mid-stream.  There is great business benefit to create a stable design across your business landscape vs. the turmoil created by living on the razors edge in terms of meeting SLAs etc and ultimately changing hardware implementations every 2 years across (in our case 13 landscapes) – well before the machines are fully depreciated. 

The argument to this slide is if the IT manager standardized their service delivery on a 2s 2node cluster, instead of making the jump to 4s 2node design at year 4 they could still rely on the ‘march of technology’ factor to ensure that the latest 2s 2node systems provided them with enough boost to overcome our existing environments’ limitations.  In this case there would still definitely still be some requalification work and design requirements work – as in most cases the database version and ERP software version will also have changed during this time period – all of which would impact costs.    
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1.00

1.87

Intel Xeon processor 
X5680 

(12M Cache, 3.33GHz) 
Lock Step Memory 

Enabled

Intel Xeon processor 
X7560

(24M Cache, 2.26GHz)

Two-socket (2S) Servers

Advanced reliability without performance compromise –
7500 series delivers up to 87% better performance^

NOTE: Intel Xeon processor 5000 sequence-based platforms typically leave Lock Step memory 
disabled in BIOS due to the performance impact.  The customer must choose to enable in BIOS 
and determine if the performance cost is worth the advanced reliability benefit.  

Source: Intel internal measured results February, 2010. See backup for additional details

Relative Performance 
Higher is better

Performance tests and ratings are measured using specific computer systems and/or components and reflect the approximate performance of Intel products as measured by those tests. Any 
difference in system hardware or software design or configuration may affect actual performance. Buyers should consult other sources of information to evaluate the performance of systems or 
components they are considering purchasing. For more information on performance tests and on the performance of Intel products, visit  http://www.intel.com/performance/resources/limits.htm 
Copyright © 2010, Intel Corporation. * Other names and brands may be claimed as the property of others. 

Lock-Step memory 
plus many other 

RAS features
Enabled by Default 

Advanced reliability performance 
• Compares performance of a server-side Java* 

benchmark on two-sockets Intel® Xeon® 
processor 5600 series and 2S Intel® Xeon® 
processor 7500 series server platforms with 
advanced reliability features (x4/x8 SDDC, 
Lock-Step memory) enabled on both. For more 
information, see 

• http://h20000.www2.hp.com/bc/docs/support/S
upportManual/c00256987/c00256987.pdf. 

• Server-side Java* internal workload shows an 
advantage in performance-and especially 
when Lock Step memory is enabled for access 
to enhanced reliability features. 

• Intel® Xeon® processor X7560 delivers 87 
percent better performance than Intel® Xeon® 
processor X5680 with advanced reliability 
features enabled (through Lock Step memory 
enabled in 5600 series-based server BIOS) 

• Advanced reliability and larger memory 
footprint available on the expandable (EX) 2S 
Intel® 7500 Chipset-based servers deliver 
enhanced reliability performance.

Intel® Xeon® Processor 7500 series-based Server platforms
2S Advanced Reliability Features “Enabled” Performance

P=Processors, C=Cores, T=Threads
Xeon X5680 – Intel® Xeon® Processor X5680 (“Westmere-EP”, 6-Core, 12M cache, 3.33GHz)
Xeon X7560 – Intel® Xeon® Processor X7560 (“Nehalem-EX”, 8-Core, 24M cache, 2.26GHz)

^over X5680 (with RAS features enabled)

Presenter
Presentation Notes
Advanced reliability performance 
Compares performance of a server-side Java* benchmark on two-sockets Intel® Xeon® processor 5600 series and 2S Intel® Xeon® processor 7500 series server platforms with advanced reliability features (x4/x8 SDDC, Lock-Step memory) enabled on both. For more information, see 
http://h20000.www2.hp.com/bc/docs/support/SupportManual/c00256987/c00256987.pdf. Server-side Java* internal workload shows an advantage in performance-and especially when Lock Step memory is enabled for access to enhanced reliability features. 
Intel® Xeon® processor X7560 delivers 87 percent better performance than Intel® Xeon® processor X5680 with advanced reliability features enabled (through Lock Step memory enabled in 5600 series-based server BIOS) 
Advanced reliability and larger memory footprint available on the expandable (EX) 2S Intel® 7500 Chipset-based servers deliver enhanced reliability performance. 

Two-sockets (2S) performance comparison with advanced reliability features enabled
Intel® 5520 Chipset-based platforms typically leave Lock Step memory disabled in BIOS due to the performance impact. The customer must choose to enable in BIOS and determine if the performance cost is worth the advanced reliability benefit.
Comparison based on Intel internally measured server-side Java* workload results (TR#1098) as of 29 March 2010.
2S Intel® Xeon® processor X5680 based platform details
Baseline Configuration and Score on Benchmark: Asus RS700-E6 Westmere Server (1U) with two Intel® Xeon® Processor X5680 (3.33 GHz, 12MB L3, 6.4 GT/s, 6C), Turbo Enabled, HT Enabled, HW prefetcher disabled, Adjacent cache line prefetcher disabled, 24 GB RAM (6 x 4GB DDR3-1067 registered ECC), 2 SATA disks, Microsoft Windows* Server 2008 R2 Enterprise, internal JVM JVM: JavaTM version "1.6.0_11" (build P28.0.0-29-114096-1.6.0_11-20090427-1759-windows-x86_64); four JVM instances, each JVM affinitized to six cores (with HT On). Source: Intel internal testing as of February 2010; measured score 623,908 operations/second with BIOS defaults settings, and 398,538 operations/second with lock-step mode enabled in BIOS. 
2S Intel® Xeon® processor X7560 based platform details 
Intel® 7500 Chipset-based reference server platform with two Intel® Xeon® Processor X7560 (8-Core, 2.26 GHz, 24MB L3 cache, 6.4GT/s QPI), Intel EIST enabled, Turbo Boost enabled, Hyper-Threading enabled, NUMA enabled, HW prefetcher disabled, Adjacent cache line prefetcher disabled, 128GB (32 x 4GB DDR3-1067) memory, 2 SATA disks, Microsoft Windows* Server 2008 R2 Enterprise, internal JVM JVM: Java version "1.6.0_11" (build P28.0.0-29-114096-1.6.0_11-20090427-1759-windows-x86_64); two JVM instances, each JVM affinitized to one socket. Source: Intel internal testing as of February 2010; measured score 746,008 operations/second with default BIOS settings.

http://h20000.www2.hp.com/bc/docs/support/SupportManual/c00256987/c00256987.pdf�
http://h20000.www2.hp.com/bc/docs/support/SupportManual/c00256987/c00256987.pdf�
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Backup – Virtualization Refresh
System Configurations:
4 Socket Single-Core Intel® Xeon® Processor 3.33GHz (Potomac)
Estimated System Power Under Load / Idle Power: 1010W / 562W

4 Socket Intel® Xeon® Processors X7560 (NHM-EX)
System Power Under Load / Idle Power (using 64x4GB dimms): 1560W / 969W 

Calculations:
• Integer Performance used as a proxy for Virtualization Performance
• SW Costs: VMWare ESX Maintenance Costs on Old environment comes from Xeon Server Refresh Estimator tool 

(www.intel.com/go/xeonestimator): $2.3K per server yearly – Assumes SW Support/Maintenance contract transfers from 2 of 
the old servers to the 2 new.  Microsoft Windows Server Enterprise Edition is $1k per server, also from the Xeon Server 
Refresh Estimator Tool.  Assumes licenses transfer.  

• Floor space:  4 Racks (320sq. Foot) to just 2 servers within one rack (20% of 1 rack that takes up 80 sq. foot (92% 
reduction)

• 1s Year Energy Savings:  92%  ($43.6k to $3.7k) 
• 4 year lower operating costs of $167K
• 4 year lower SW costs of $501K
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Backup – Oracle Database Refresh
System Configurations:
4 Socket Single-Core Intel® Xeon® Processor 3.33GHz (Potomac)
Estimated System Power Under Load / Idle Power: 1010W / 562W

4 Socket Intel® Xeon® Processors X7560 (NHM-EX)
System Power Under Load / Idle Power (using 64x4GB dimms): 1560W / 969W 

Calculations:
• Database TPC-C* Performance used when comparing old vs. new
• Oracle Database EE Maintenance/Support Costs on Old environment (Single-Core MP) = $20.9k per server.  Oracle Database EE Maintenance/Support costs on new 

Environment (8-core MP) is $167K per server.  Reduction of $20.9K per server yearly on 28 servers that will be removed.  Assumes SW Support/Maintenance 
contract transfers from 2 of the old servers to the 2 new as long as the incremental fees are paid.  

• Floor space:  30 Servers vs. 2 servers (94% reduction)
• 1s Year Energy Savings:  90%  ($54.6k to $5.6k) 
• 4 year lower operating costs of $205K
• 4 year lower SW costs of $1.28M
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12 Month Single Core Refresh ROI Claim – Back 
Up• 12 month ROI claim estimated based on comparison between 4S Intel® Xeon® MP CPU 

3.3Ghz (Single core w/ HT, 1MB L2, 8MB L3, Potomac) and 4S Intel® Xeon® X7560 (8 
core, 2.26GHz) based servers.  Calculation includes analysis based on performance, 
power, cooling, electricity rates, operating system annual license costs and estimated 
server costs. This assumes 42U racks, $0.10 per kWh, cooling costs are 2x the server 
power consumption costs, operating system license cost of $900/year per server, per 
server cost of $36,000 based on estimated list prices, and estimated server utilization 
rates. All dollar figures are approximate. SPECint_rate_base2006* performance and 
power results are measured for X7560 and Xeon 3.3GHz based servers. Platform power 
was measured during the steady state window of the benchmark run and at idle. 
Performance gain compared to baseline was 20x.

– Baseline platform (measured score of 33.8): Intel server with four Intel® Xeon® MP CPU 3.3Ghz 
(single core w/HT, 1MB L2, 8MB L3) processors, 16GB memory (8x2GB DDR2-400), 2 hard drives, 
1 power supply, using Redhat EL 5.3 x86_64 operating system

– New platform (measured score of 709): Intel internal reference server with four Intel® Xeon® 
Processor X7560 (24M Cache, 2.26 GHz, 6.40 GT/s Intel® QPI, Intel Hyper-Threading Technology, 
Intel Turbo Boost Technology), 128GB memory (64x 2GB QR DDR3-1333), 1 hard drive, 2 power 
supplies, using SuSE* LINUX 11, cpu2006.1.1.ic11.1.linux64.binaries.nov242009.tar.bz2 binaries. 

• Performance tests and ratings are measured using specific computer systems and/or 
components and reflect the approximate performance of Intel products as measured by 
those tests.  Any difference in system hardware or software design or configuration may 
affect actual performance.  Buyers should consult other sources of information to 
evaluate the performance of systems or components they are considering purchasing.  
For more information on performance tests and on the performance of Intel products, 
visit Intel Performance Benchmark Limitations.

Source: Results have been estimated based on internal Intel analysis and are provided for informational purposes only. Any difference in system hardware or 
software design or configuration may affect actual performance.
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New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor X7560 (8-Core, 2.26 GHz, 24MB L3 cache, 6.4GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of January 2010. Score: SPECint_base2006 (score 27.5), 
SPECint2006 (score 32.2), SPECfp_base2006 (score 34.4), SPECfp2006 (score 38.2); SPECint_rate_base2006 (score 705), SPECint_rate2006 (score 757), 
SPECfp_rate_base2006 (score 539), SPECfp_rate2006 (score 558).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor X7550 (8-Core, 2.00 GHz, 18MB L3 cache, 6.4GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of January 2010. Score: SPECint_base2006 (score 24.4), 
SPECint2006 (score 28.5), SPECfp_base2006 (score 32.2), SPECfp2006 (score 35.2); SPECint_rate_base2006 (score 635), SPECint_rate2006 (score 680), 
SPECfp_rate_base2006 (score 501), SPECfp_rate2006 (score 516).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor X7542 (6-Core, 2.66 GHz, 18MB L3 cache, 5.86GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 10000RPM HDD, SuSE* Linux 
Enterprise Server 11 for x86_64. Source: Intel internal testing as of January 2010. Score: SPECint_base2006 (score 27.0), SPECint2006 (score 32.1), 
SPECfp_base2006 (score 34.7), SPECfp2006 (score 38.2); SPECint_rate_base2006 (score 499), SPECint_rate2006 (score 532), SPECfp_rate_base2006 (score 
423), SPECfp_rate2006 (score 438).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor E7540 (6-Core, 2.00 GHz, 18MB L3 cache, 6.4GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of February 2010. Score: SPECint_base2006 (score 23.6), 
SPECint2006 (score 27.2), SPECfp_base2006 (score 31.4), SPECfp2006 (score 34.1); SPECint_rate_base2006 (score 492), SPECint_rate2006 (score 531), 
SPECfp_rate_base2006 (score 417), SPECfp_rate2006 (score 434).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor E7530 (6-Core, 1.86 GHz, 12MB L3 cache, 5.86GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of February 2010. Score: SPECint_base2006 (score 21.7), 
SPECint2006 (score 24.7), SPECfp_base2006 (score 29.3), SPECfp2006 (score 31.6); SPECint_rate_base2006 (score 446), SPECint_rate2006 (score 479), 
SPECfp_rate_base2006 (score 370), SPECfp_rate2006 (score 383).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor E7520 (4-Core, 1.86 GHz, 18MB L3 cache, 4.8GT/s QPI), 
EIST Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 10000RPM HDD, SuSE* Linux 
Enterprise Server 11 for x86_64. Source: Intel internal testing as of February 2010. Score: SPECint_base2006 (score 20.0), SPECint2006 (score 22.7), 
SPECfp_base2006 (score 26.4), SPECfp2006 (score 28.5); SPECint_rate_base2006 (score 310), SPECint_rate2006 (score 336), SPECfp_rate_base2006 (score 
272), SPECfp_rate2006 (score 281).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor L7555 (8-Core, 1.86 GHz, 24MB L3 cache, 5.86GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of February 2010. Score: SPECint_base2006 (score 25.0), 
SPECint2006 (score 30.3), SPECfp_base2006 (score 31.3), SPECfp2006 (score 35.3); SPECint_rate_base2006 (score 595), SPECint_rate2006 (score 642), 
SPECfp_rate_base2006 (score 468), SPECfp_rate2006 (score 483).

New Configuration and Score on Benchmark: Intel® Emerald Ridge SDP with four Intel® Xeon® Processor L7545 (6-Core, 1.86 GHz, 18MB L3 cache, 5.86GT/s QPI), 
EIST Enabled, Turbo Boost Enabled, Hyper-Threading Enabled, NUMA Enabled, 256GB memory (64x 4GB Quad-Rank DDR3-1066 REG ECC), 146 GB SAS 
10000RPM HDD, SuSE* Linux Enterprise Server 11 for x86_64. Source: Intel internal testing as of February 2010. Score: SPECint_base2006 (score 24.5), 
SPECint2006 (score 29.2), SPECfp_base2006 (score 31.7), SPECfp2006 (score 35.1); SPECint_rate_base2006 (score 457), SPECint_rate2006 (score 495), 
SPECfp_rate_base2006 (score 387), SPECfp_rate2006 (score 402).

Intel® Xeon® processor X7500 series-based platform details

SKU comparison of SPEC CPU2006 
SKU comparison using SPECint*_rate_base2006 (“Base result”)
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